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Overview

Overview and Summary

In this lengthy monograph, tensor analysis (also known as tensor algebra or tensor calculus) is developed
starting from Square Zero which is an arbitrary invertible continuous transformation x' = F(x) in N
dimensions.

The subject was "exposed" by Gregorio Ricci in the late 1800's under the name "absolute differential
calculus". He and his student Tullio Levi-Civita published a masterwork on the subject in 1900 (see
References). Christoffel and others had laid the groundwork a few decades earlier.

Three somewhat different applications of tensor analysis are treated concurrently.

Our primary concern is the subject of curvilinear coordinates in N dimensions. All the basic
expressions for the standard differential operators in general curvilinear coordinates are derived from
scratch (in several ways). These results are often stated but not so often derived.

The second application involves transformations connecting "frames of reference". These
transformations could be spatial rotations, Galilean transformations, the Lorentz transformations of
special relativity, or the transformations involving the effects of gravity in general relativity. Beyond
establishing the tensor analysis formalism, not much is said about this set of applications.

The third application deals with material flows in continuum mechanics.

The first six Chapters develop the theory of tensor analysis in a simple developmental notation where
all indices are subscripts, just as in normal college physics. After providing motivation, Chapter 7
translates this developmental notation into the Standard Notation in use today. Chapter 8 treats
transformations of length, area and volume and then the curvilinear differential operator expressions are
derived, one per Chapter, with a summary in the penultimate Chapter 14. The final Chapter 15 rederives
all the same results using the notion of covariance and associated covariant derivatives.

The information is presented informally as if it were a set of lectures. Little attention is paid to strict
mathematical rigor. There is no attempt to be concise: examples are given, tangential remarks are
inserted, almost all claims are derived in line, and there is a certain amount of repetition. The material is
presented in a planned sequence to minimize the need for forward references, but the sequence is not
perfect. The interlocking pieces of tensor analysis do seem to exhibit a certain logical circularity.

The reader will find in this document very many worked-out, detailed calculations, derivations and
proofs. The intent is to provide the reader with "hands-on experience" in working with all the tensor tools.

The only real prerequisites for the reader are a knowledge of calculus of several variables (such as the
chain rule and meaning of V?) and of basic linear algebra (matrices and determinants).
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The following Table of Contents (TOC) highlights in bold the main topics which are harder to see in the
detailed TOC presented above. In most PDF viewers, the clickable TOC entries appear also as clickable
bookmarks to the left of the text. Our equation references are not clickable, but the constant drumbeat of
sequential equation numbers on the right should make them easy to locate. (Split-screen PDF viewing
can be simulated by loading up two copies of the same PDF under different names, a very useful trick.)

. The Transformation F: invertibility, coordinate lines, and level surfaces

. Linear Local Transformations associated with F : scalars and two kinds of vectors
. Tangent Base Vectors e, and Inverse Tangent Base Vectors u'p

. Notions of length, distance and scalar product in Cartesian Space

. The Metric Tensor

. Reciprocal Base Vectors E,, and Inverse Reciprocal Base Vectors U'y

. Translation to the Standard Notation

. Transformation of Differential Length, Area and Volume

9. The Divergence in curvilinear coordinates

10. The Gradient in curvilinear coordinates

11. The Laplacian in curvilinear coordinates

12. The Curl in curvilinear coordinates

13. The Vector Laplacian in curvilinear coordinates

14. Summary of Differential Operators in curvilinear coordinates

15. Covariant derivations of all curvilinear differential operator expressions
Appendix A: Reciprocal Base Vectors the Hard Way

Appendix B: The Geometry of Parallelepipeds in N dimensions

Appendix C: Elliptical Polar Coords, Views of x'-space, Jacobian Integration Rule
Appendix D: Tensor Densities and the € tensor

Appendix E: Tensor Expansions: direct product, polyadic and operator notation
Appendix F: The Affine Connection I'°;,, and Covariant Derivatives

0 3 N D AW

Appendix G: Expansion of (Vv) in curvilinear coordinates (v = vector)
Appendix H: Expansion of div(T) in curvilinear coordinates (T = rank-2 tensor)
Appendix [ : The Vector Laplacian in Spherical and Cylindrical Coordinates
Appendix J: Expansion of (VT) in curvilinear coordinates (T = rank-2 tensor)
Appendix K: Deformation Tensors in Continuum Mechanics

References

Here then is a brief summary of each Chapter and each Appendix.

Chapter 1 introduces the notion of the general invertible transformation x' = F(x) as a mapping
between x-space and x'-space. The range and domain of this mapping are considered in the familiar
examples of polar and spherical coordinates. These same examples are used to illustrate the general ideas
of coordinate lines and level surfaces. Certain Pictures are introduced to allow different names for the two
inter-mapped spaces, for the function F, and for its associated objects.

Chapter 2 introduces the linear transformations R and S=R™! which approximate the (generally non-
linear) x' = F(x) in the local neighborhood of a point x. It is shown that two types of vectors naturally
arise in the context of this linearization, called contravariant and covariant, and an overbar is used to



Overview

distinguish a covariant vector. Vector fields are defined and their transformations stated. The idea of
scalars and vectors as tensors of rank 0 and rank 1 is presented.
Chapter 3 defines the tangent base vectors en(x) which are tangent to the x'-coordinate lines in x-

space. In the example of polar coordinates it is shown that e = £ and eg = 8. The vectors e exist in x-
space and form there a complete basis which in general is non-orthogonal. The tangent base vectors
u'n(x") of the inverse transformation x = F~*(x") are also defined.

Chapter 4 gives a brief review of the notions of norm, metric and scalar product in Cartesian Space.

Chapter 5 addresses the metric tensor, called g in x-space and g' in x'-space. The metric tensor is
first defined as a matrix object g, and then g = E'l. A definition is given for two kinds of (pure) rank-2
tensors (both matrices), and it is then shown that g transforms as a covariant rank-2 tensor while g is a
contravariant rank-2 tensor. It is demonstrated how g applied to a contravariant vector V produces a
vector that is covariant V= ¢ V, and conversely g V = V. In Cartesian space g = 1, so the two types of
vectors coincide. The role of the metric tensor in the covariant vector dot product is stated, and the metric
tensor is related to the tangent base vectors of Chapter 3. The Jacobian J and associated functions are
defined, though the significance of J is deferred to Chapter 8. The last Sections briefly discuss the
connection between tensor algebra and special relativity (with a mention of spinor algebra), general
relativity, and continuum mechanics.

Chapter 6 introduces the reciprocal (dual) base vectors E, which are later called e” in the Standard
Notation. Of special interest are the covariant dot products among the e, and Ej. It is shown how an
arbitrary vector can be expanded onto different basis sets. It is found that when a contravariant vector in
x-space is expanded on the tangent base vectors ey, the vector components in that expansion are in fact
those of the contravariant vector in x'-space, V'; = Rj3V3. This fact proves useful in later Chapters which
express differential operators in x-space in terms of curvilinear coordinates and objects of x'-space. The
reciprocal base vectors U'y, of the inverse transformation are also discussed.

Chapter 7 motivates and then makes the transition from the developmental notation to the Standard
Notation where contravariant indices are up and covariant ones are down. Although such a transition
might seem completely trivial, many confusing issues do arise. Once a matrix can have up and down
indices, matrix multiplication and other matrix operations become hazy: a matrix becomes four different
matrices. The matrices R and S act like tensors, but are not tensors, and in fact are not even located in a
well-defined space. Section 7.15 discusses the significance of tensor analysis with respect to physics in
terms of covariant equations, and Section 7.16 broaches the topic of the covariant derivative of a vector
field with its associated Christoffel symbols. Section 7.17 describes how to expand tensors of any rank in
various bases and notations, and finally Section 7.18 summarizes information about the basis vectors.

The focus then fully shifts to curvilinear coordinates as an application of tensor analysis. The final
Chapters are all written in the Standard Notation.

Chapter 8 shows how differential length, area and volume transform under x' = F(x). It considers the
inverse mapping of a differential orthogonal N-piped (N dimensional parallelepiped) in x'-space to a

skewed one in x-space. It is shown how the scale factors h'n =+/g'nn describe that ratio of N-piped edges,
while the Jacobian J = ~/det(g'nn) describes the ratio of N-piped volumes. The relationship between the
vector areas of the N-pipeds is more complicated, and it is found that the ratio of vector area magnitudes

is \/cof(g'nn) . Heavy use is made of the results of Appendices A and B, as outlined below.

Chapters 9 through 13 use the information of Chapter 8 and earlier material to derive expressions
for all the standard differential operators expressed in general non-orthogonal curvilinear coordinates:
divergence, gradient, Laplacian, curl, and vector Laplacian. The last two operators are treated only in N=3
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dimensions where the curl has a vector representation, but then the curl is generalized to N dimensions.
For each differential operator, simplified results for orthogonal coordinates are also stated.

Chapter 14 gathers all the differential operator expressions into a set of tables, and revisits the polar
coordinates example one last time to illustrate a reasonably clean and practical curvilinear notation.

Chapter 15 rederives the general results of Chapters 9 through 13 using the ideas of covariance and
covariant differentiation. These derivations are elegantly brief, but lean heavily on the idea of tensor
densities (Appendix D) and on the implications of covariance of tensor objects involving covariant
derivatives (Appendix F).

About half of our content is contained in a set of Appendices.

Appendix A develops an alternative expression for the reciprocal base vector E, as a generalized
cross product of the tangent base vectors en, applicable when x-space is Cartesian. This alternate Ep is
shown to match the E, defined in Chapter 6, and the covariant dot products involving E, and e, are
verified.

Appendix B presents the geometry of a parallepiped in N dimensions (called an N-piped). Using the
alternate expression for E, developed in Appendix A, it is shown that the vector area of the n®™ pair of
faces on an N-piped spanned by the ey, is given by £ Ay, where A, = |det(S)| Ep, , revealing a geometric
significance of the reciprocal base vectors. Scaled by differentials so dA™ = |det(S)| En(ITizn dx'), this
equation is then used in Chapter 9 where the divergence of a vector field is defined as the total flux of that
field flowing out through all the faces of the skewed differential N-piped in x-space divided by its
volume. This same dA™ appears in Chapter 8 with regard to the transformation of N-piped face vector
areas.

Appendix C presents a case study of an N=2 non-orthogonal coordinate system, elliptical polar
coordinates. Both the forward and inverse coordinate lines are displayed. The meaning of the curvilinear
(x'-space) component V'™ of a contravariant vector is explored in the context of this system, and the
difficulties of drawing such components in non-Cartesian (curvilinear) x'-space are pondered. Finally, the
Jacobian Integration Rule for changing integration variables is derived.

Appendix D discusses tensor densities and their rules of the road. Special attention is given to the
Levi-Civita ¢ tensor, including a derivation of all the e contraction formulas and their covariant
statements. It is noted that the curl of a vector is a vector density.

Appendix E describes direct product and polyadic notations (including dyadics) and shows how to
expand tensors (and tensor densities) of arbitrary rank on an arbitrary basis.

Appendix F deals with covariant derivatives and the affine connection I which tells how the tangent
base vectors en(x') change as x' changes. Everything is derived from scratch and the results provide the
horsepower to make Chapter 15 go.

The next four appendices provide demonstrations of most ideas presented in this paper. In each
Appendix, a connection is made to continuum mechanics, and the results are then derived by "brute
force", by the covariant technique enabled by Appendix F, or by both methods. These Appendices were
motivated by the continuum mechanics text of Lai, Rubin and Krempl (referred to as "Lai", see
References). In each Appendix, it is shown how to express the object of interest in arbitrary curvilinear
coordinates. Maple code is provided for the general calculations, and that code is then checked to make
sure it accurately replicates the results quoted in Lai for spherical and cylindrical coordinates.

Appendix G treats the dyadic object (Vv), where v is a vector.

Appendix H does the same for the vector object divT where T is a rank-2 tensor.

10
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Appendix I deals with the vector Laplacian B where B is a vector.

Appendix J treats the object (VT), where T is a rank-2 tensor.

Appendix K (following Lai) discusses deformation tensors used in continuum mechanics. Those that
are truly tensors may be used to construct covariant constitutive equations describing continuous

. . . .. O A v . ..
materials. The covariant time derivatives T,, Tn and Ty are derived ( n = 1 are objective Cauchy stress

rates). Some examples of covariant constitutive equations involving these tensor objects are listed.

Notations
RHS, LHS refer to the right hand side and left hand side of an equation
QED = which was to be demonstrated ("thus it has been proved")
a = stuff means a is defined by stuff.
/I indicates a comment on something shown to the left of //
diag(a,b,c..) means a diagonal matrix with diagonal elements a,b,c..
det(A), AT = determinant of the matrix A, transpose of a matrix A
Maple = a computer algebra system similar to Mathematica and MATLAB
vectors (like v) are indicated in bold; all other tensors (like T) are unbolded.
fi =u, = unit vector pointing along the n®® positive axis of some coordinate system
0; = o/ox* and O = 0/0t are partial derivatives
de = D¢ = D/Dt = d/dt is a total time derivative, as in def(x,t) = d¢f(x,t) + [Of(x,t)/0x*|[Ox*/ot]
V,a means 3,V which means 0V/0x?, and V ;, refers to the corresponding covariant derivative
X ey is a covariant dot product = g,px®y°, except where otherwise indicated
when an equation is repeated after its initial appearance, its equation number is shown in italics
Figures are treated as if they were equations in terms of equation numbering
Components of a vector are written Vi = (V); (bold used only in the second form)
Chapter N consists of Sections N.1, N.2 .....

11



Chapter 1: The Transformation F

1. The Transformation F: invertibility, coordinate lines, and level surfaces
If x and x' are elements of the vector space RY (N-dimensional reals), one can specify a mapping

x' = F(x) F:RY > RY (1.1)
defined by a set of N continuous (C?) real functions F; , each of N real variables,

x'1 = F1(x1, X2, X3... Xx)
x'2 = Fa(X1, X2, X3... XN)

X'y = Fn(X1, X2, X3... XN) . (1.2)

If all functions F; are linear in all of their arguments, then the mapping F: RY — R¥ is a linear mapping.
Otherwise the mapping is non-linear.

A mapping is often referred to as a transformation. We shall be interested only in transformations
which are 1-to-1 and are therefore invertible. For such transformations,

xX'=F(Xx) x= F'l(x') or
X' =x(x) x=x(x). (1.3)

In the transformation x' = F(x), if x roams over the entire RY of x-space (the domain is RY), we may find
that x' roams over only some subset of RN in x'-space. The 1-to-1 invertible mapping is then between the
domain of mapping F which is all of RY, and the range of mapping F which is this subset.

As just noted, it will be assumed that x' = F(x) is essentially invertible so x = F~}(x') exists for any x'.
By essentially is meant there may be a few problem points in the transformation which can be "fixed up"
in some reasonable manner so that x' = F(x) is invertible (see examples below).

The functions F; must be C* continuous to support the linearization derivatives appearing in Chapter
2, and they must be C? continuous to support some of the differential operators expressed in curvilinear
coordinates in Chapters 9-14.

12



Chapter 1: The Transformation F

Example 1: Polar coordinates (N=2)

(a) The transformation from Cartesian to polar coordinates is given by,

X = (x1,X2)=(X,y)

X'=(x1', x2')=(0,r) // note that r = x5
X = F'l(x') > x = rcos(0) X1 = X2' cos(X1')
y =rsin(0) X2 = X2' sin(X1")
xX=FXx) r=- /xz-i-y2 Xp' = \/xlz-i-xzz
0 = tan"*(y/x) X1' = tan Y (x2/x1) . (1.4)

(b) The transformation is non-linear because at least one component function ( e.g., r = \/Xz-i-y2 ) is not of
the form r = Ax + By. In this transformation all functions are non-linear.

(c) Here is a drawing showing the nature of this mapping:

1]
x'-space x-space

T = F(x)
/x x\ y

0 2t 0

\\“““rﬁﬂwr’//”

(1.5)

The domain of x' = F(x) (in x-space on the right ) is all of R%, but the range in x'-space is the semi-infinite
vertical strip shown in gray. Imitating the language of complex variables, we can regard this gray strip as
depicting the principle branch of the multi-variable function x' = F(x). Other branches are obtained by
shifting the gray rectangle left or right by multiples of 2. Still other branches are obtained by taking the
other branch of the real function r = \/szry2 which produces down-facing strips. The principle branch
plus all the other branches then fill up the E? of x'-space, but we care only about the principle branch
range shown in gray (this strip could be any strip of width 2z, such as one from -« to 7).

(d) This mapping illustrates a "problem point" involving 6 = tan”*(y/x). This occurs when both x and y
are 0, indicated by the red dot on the right. The inverse mapping takes the entire red line segment into this
red origin point, so we have a lack of 1-to-1 going on here, meaning that formally the function F is not
invertible. This can be fixed up by eliminating the red line segment from the range of F, retaining only the
point at its left end. Another problem is that both the left and right vertical edges of the gray strip map
into the real axis in x-space, and that is fixed by removing the right edge. Thus, by doing a suitable

13
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trimming of the range, F can be made fudlly invertible. No one has ever had major problems using polar
coordinates due to these minor issues.

Example 2: Spherical coordinates (N=3)

(a) The transformation from Cartesian to spherical coordinates is given by,

X = (X1,X2,X3) = (X,y,2)
X' = (X1'5X2’3X3') = (raea(p)

x=Fx) & X =1 sin(0) cos(¢) X1 = X1'sin(xz2')cos(x3")
y =r sin(0) sin(p) X2 = X1'sin(x2")sin(x3")
z=r cos(0) X3 = X1'cos(x2")

xX=FXx) r= \’Xz-i-yz-i-zz Xx1'= ’\,X12+X22+X32
0= cos_l(z/\/xzﬂLyzﬂLz2 ) X2' = cos }(xa/ \/x12+xz2+X32 )

@ = tan"}(y/x) x3' = tan"}(x2/x1) (1.6)

(b) The transformation is non-linear because at least one component function( e.g., r =~ /szrszrz2 ) is not
of the form r = Ax + By + Cz. In this transformation, all three functions are non-linear.

(c) Here is a drawing showing the nature of this mapping

x'-space x-space

A x' = F(x
Wil )\

T F‘lcx'_)/

(1.7)
The domain of x' = F(x) (in x-space on the right) is all of R3, but the range in x'-space is the interior of an

infinitely tall rectangular solid on the left we shall call an "office building". We could regard this office
building as depicting the principle branch of the multi-variable function x' = F(x). Other branches are

14
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obtained by shifting the building left and right by multiples of 27, or fore and aft by multiples of #, or by
flipping it vertically, taking the other branch of r = \/szrszrz2 . The principle branch plus all the other
branch offices then fill up the R3 of x-space, but we care only about the principle branch office building
whose walls are mostly shown in gray.

(d) This mapping illustrates some "problem points". One is that entire green office building main floor
(r=0) maps into the origin in x-space. This problem is fixed by trimming away the main floor keeping
only the origin point of the bottom face of the office building. Another problem is that the entire red line
segment (0 = 0) maps into the red point shown in x-space. This is fixed by throwing out the back wall of
the office building, retaining only a line going up the left edge of the back wall. A similar problem
happens on the front wall (0 = &, blue) and we fix it the same way: throw out the wall but maintain a thin
line which is the left edge of this front wall (this line is missing its bottom point). Thus, by doing a
suitable trimming of the range, F is made fully invertible.

Cartesian Space and Quasi-Cartesian Space

(a) Cartesian Space. For the purposes of this document, a Cartesian Space in N dimensions is "the usual”
Hilbert Space R (or EV) in which the distance between two vectors is given by the formula

dxy) =B (iye)? = [docrdxx)]? = 25" (dxy)?

metric tensor = diag(1,1,1....1) (1.8)

as discussed in Chapter 4 below.

The 0-r space in the above Example 1 would be a Cartesian space if it were declared that the distance
between two points there were D? = (6-6’)2 + (r-r‘)z, but that is not the usual intent in using that space.
As shown below, the metric tensor used there is g = diag (r%,1) and not diag(1,1).

One might argue that our Cartesian Space is in fact a Euclidean space (hence EY) having Cartesian
coordinates. A non-Cartesian space is sometimes referred to as a "curved space" (non-Euclidean) and the
coordinates in such a space as "curvilinear coordinates". An example is the 6-r space above.

With the Cartesian Space metric tensor as g€ = 1 = diag(1,1....1), the above equations can be written

d?(x,y) = €% 5(xi-y1)(X35-y5) and  [d(x+dx,x)]? = g% dxs dxy =(ds)? (1.9)
metric tensor = g°= 1 = diag(1,1,1....1), gcij =0i,5

where repeated indices are implicitly summed, called the Einstein summation convention.
(b) Quasi-Cartesian Space. We now define a Quasi-Cartesian Space (not an official term) as one which

has a diagonal metric tensor G whose diagonal elements are independently +1 or -1 instead of all +1 as
with g%. In a Quasi-Cartesian Space the two equations above become

d2(x,y) = Gi3(Xi-y1)(X5-y3) and  [d(x+dx,x)]* = Gijdx; dxs =(ds)? (1.10)
and of course this allows for the possibility of a negative distance-squared (see Section 5.10).

Notice that G™* = G for any distribution of the £1's in G. As shown later, this means that that
covariant and contravariant versions of G are the same.

15
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The motivation for introducing this Quasi-Cartesian Space is to cover the case of special relativity
which involves 4 dimensional linear transformations with G = diag(1,-1,-1,-1).

Pictures A,B,C and D
We shall usually work with one of four different "pictures" involving transformations. In each picture the

spaces and transformations (and their associated objects) have certain names that prove useful in certain
situations :

Picture A m Picture C /xfzm

(0) .
x'-space SR X-space x-space SR £ Cal:tfe%?;ﬁ
g g 9 gtO) =

Picture B m Picture D
X = (X X" = F(xl)

" g'
' S.R X-space g
X sp:ace Cartesian x"-space SR x'-space
g g=1
x" = F(x) X-space
S"R" = Quasi-Cartesian S'R'
G

(1.11)

The matrices R and S are associated with transformation F as described in Chapter 2 below, while G and
the g's are metric tensors.

Systems not marked Cartesian could of course be Cartesian, but we think of them as general "curved"
systems with strange metric tensors. And in general, all the full transformations might be non-linear.

The polar coordinates example above was presented in the context of Picture B. Picture B is the right
picture for studying curvilinear coordinates where for example x-space = Cartesian coordinates and x'-
space = toroidal coordinates. Picture C is useful for making statements applying to objects in curved x-
space where we don't want lots of primes floating around. Pictures A and D are appropriate for
consideration of general transformations, as well as linear ones like rotations and Lorentz transformations.
In Chapters 9-14 Picture M&S (Moon & Spencer) is introduced for the special purpose of displaying the
differential operator expressions. This is Picture B with x'— u and g'—g on the left side.

The entire rest of this Section uses the Picture B context.

Coordinate Lines

Suppose in x'-space one varies a single coordinate, say x';, keeping all the other coordinates fixed. In x'-
space the locus of points thus created is just a straight line parallel to the x'; axis, or for a principle branch
situation like that of the above examples, a straight line segment. When such a straight line or segment is
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mapped into x-space, the result is a curve known as a coordinate line. A coordinate line is associated
with a specific x'-space coordinate x';, so one might refer to the " x'; -coordinate line", x'; being a label.

In N dimensions, a point x in x-space lies on a unique set of N coordinate lines with respect to a
transformation F. Remember that each such line is associated with one of the x'; coordinates. In x'-space,
a point x' lies on a unique intersection of straight lines or segments, and then this all gets mapped into x-
space where point x = F}(x") then lies on a unique intersection of coordinate lines.

For example, in spherical coordinates we start with some (x,y,z) in x-space and compute the x'; =
(r,8,9) in x'-space. Our point x in x-space then lies on the r-coordinate line whose label is 1, it lies on the
0-coordinate line whose label is 6, and it lies on the ¢-coordinate line whose label is ¢ (see below).

In general a coordinate "line" is some non-planar curve in N-dimensional x-space, meaning that a
coordinate line might not lie on an N-1 dimensional plane. In the 2D polar coordinates example below,
the red coordinate line does not lie on a 1-dimensional plane (line). In the next example of 3D spherical
coordinates, it happens that every coordinate line does lie on a 2-dimensional plane. But in ellipsoidal

coordinates, another 3D orthogonal system, every coordinate line does not lie on a 2-dimensional plane.

Some authors refer to coordinate lines as level curves, especially in two dimensions mapping the real and
imaginary part of analytic functions w = f(z) (Ahlfors p §9).

Example 1: Polar coordinates, coordinate lines

Here are some coordinate lines for our prototype N=2 non-linear transformation, Cartesian to polar
coordinates:

1
X-space x-space

A /x' = F(x)\ y
/
\

ray

X
Jcircle

coordinate lines

0 2t 0

T F'l(x'_)/

(1.12)

The red circle is a 0-coordinate line, and the blue ray is an r-coordinate line
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Example 2: Spherical coordinates, coordinate lines
These coordinate lines are generated exactly as described above. In x'-space one holds two coordinates

fixed while allowing one to vary. The locus in x'-space is a line segment or a half line (in the case of
varying r). In x-space, the corresponding coordinate lines are as shown.

]
x'-space x-space

Ar /X' = F(’X)\

|
A — x

\x - F‘l(x'_)/

The green coordinate line is a 0-coordinate line, since only 0 is varying.
The red coordinate line is an r-coordinate line, since only r is varying.
The blue coordinate line is a ¢p-coordinate line, since only ¢ is varying.

(1.13)

The point x indicated by a black dot in x-space lies on the unique set of coordinates lines shown.
Appendix C gives an example of coordinate lines for a non-orthogonal 2D coordinate system.
Level Surfaces

(a) Suppose in x'-space one fixes one coordinate, say X's, and varies all the other coordinates. In x'-space
the locus of points thus created is just an (N-1 dimensional) plane perpendicular to the x; axis, or for a
principle branch situation like that above, a rectangle or half strip in the case of r. Mapping this planar
surface in x'-space into x-space produces a surface in x-space (of dimension N-1) called a level surface.
The equations of the N different x; level surface types are

ay @™ = Fi(x1, X2.....XN) 1=12.N (1.14)
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(n)

where a'; is some constant value selected for fixed coordinate x';. By taking some set of closely

spaced values for this constant, { a'; (1), ', (2

ay ol }, one obtains a family of level surfaces all of the same
general shape which are closely spaced. For some different value of 1, the shapes of such a family of level
surfaces will in general be different. In general if f(x1, X2.....Xn) = k, the set of points x which make this
equation true for some fixed k is called a level set, so a level set is a surface of dimension N-1. Thus, all

our level curves are also level sets.

In the polar coordinates example, since there are only 2 coordinates, there is no distinction between a
level surface and a coordinate line.

In the spherical coordinates example, there is a distinction.

If one fixes r and varies 0 and ¢ over their horizontal rectangle inside the office building, the level
surface in x-space is a sphere.

If one fixes O and varies r and ¢ over a left-right vertical strip inside the office building, the level
surface in x-space is a sphere is a polar cone

If one fixes ¢ and varies r and 0 over a fore-aft vertical strip inside the office building, the level
surface in x-space is a half plane at azimuth .

(b) In N dimensions there will be N level surfaces in x-space, each formed by holding some x'; fixed. The
intersection of N-1 level surfaces (omitting say the x3' level surface) will have all of the x'; fixed except
x's. But this describes the x's coordinate line. Thus, each coordinate line can be considered as the
intersection of the N-1 level surfaces associated with the other coordinates. One can see this happening on
the spherical coordinates example:

The green coordinate line is the intersection of two level surfaces: half-plane and sphere.

The red coordinate line is the intersection of two level surfaces: half-plane and cone.
The blue coordinate line is the intersection of two level surfaces: sphere and cone.
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2. Linear Local Transformations associated with F : scalars and two Kinds of vectors
2.1 Linear Local Transformations

We now shift to the Picture A context, where x-space is not necessarily Cartesian,

Picture A m

X'-space SR X-space

g g

2.1.1)

Consider again the possibly non-linear transformation x' = F(x) mapping F: R"— R". Imagine a very
small neighborhood around the point x in x-space, a "ball" around x. Where the mapping is continuous in
both directions, one expects a tiny x-space ball around x to map into a tiny x'-space ball around x' and
vice versa. Here is a picture of this situation,

x'-space X-space

origin O' X'+

origin O
(2.1.2)

where everything in one picture is the mapping of the corresponding thing in the other picture.

In particular, we show a small vector in x-space called dx which maps into a small vector in x'-space
called dx'. Since F was assumed invertible, it must be invertible locally in these two balls. That is, given a
dx above, one can determine dx', and vice versa. (Anticipating a few lines below, this means that the
matrices S and R will be invertible so neither can have zero determinant.)

How are these two differential vectors related? For a linear approximation,

x';s +dx'y = Fi(x+dx) = Fi(x) + Zx( OF i(x)/0xx) dxx
= dx'y = Zk( 8Fi(X)/8Xk) dxx . (213)

The last line shows an equals sign in the limit that dxy is a vanishing differential. Since Fi(x) =x'; ,

dX'i = Zk(aX'i/an) ka = Zk Rik ka where Rik = (aX'j_/an) . (214)
Doing the same operation in the other direction gives
dXi = Ek( axi/ﬁx'k) dX'k = Zk Sik dX'k where Sik = (aXi/ﬁka) . (215)
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One can regard Rijx and S;x as elements of NxN matrices R and S. In vector notation then,

dx' = R(x) dx Rix(x) = (0x's/0xx) R=87" // dx's = Ry dx
dx = S(x) dx' Six(x) = (dxi/dxx) S=R7! // dxs = Si3 dx'; . (2.1.6)

It is obvious that matrices R and S are inverses of each other, just staring at the above two vector
equations. One can verify this fact from the definitions of R and S using the chain rule

_ aX'j_ an _aX'i _
= Zx OXx E)x'j _E)x'j B Si’j ’

(RS)ij = Zk RikSkj = Zk (aX'j_/an) (an/aX'j) (217)

We could get rid of one of these matrices right now, perhaps keeping R and replacing S = R™*, but
keeping both simplifies expressions encountered later, so for now both are kept.

The letter R does not imply that matrix R is a rotation matrix, although it could be. According to the
polar decomposition theorem (Lai p 110), any matrix R (detR # 0) can be uniquely written in the form
R = U = VR where R is a rotation matrix (the same one in RU and VR) and U and V are symmetric
positive definite matrices (called right and left stretch tensors) related by U = RTVR. Matrix S could of
course be written in a similar manner.

Matrices R(x) and S(x') are in general functions of a point in space x' = F(x). As one moves around in
space, all the elements of matrices R and S are likely to change. So R and S represent point-dependent
linear transformations which are valid for the differentials shown.

One might wonder at this point how the vector dx is related to its components dx; and the same
question for dx'; and dx';. As will be shown later in (6.6.9) and (6.6.15),

dx =Xpdxpn up where the uy, are x-space axis-aligned basis vectors of the form u; = (1,0,0,..0)
dx' =2,dx'n e'n where the €'y, are x'-space axis-aligned basis vectors of the form e', = (1,0,0...0)
(2.1.8)

If x-space and x'-space were Cartesian, one could write u, = fi ande', =, butin general the uy, and e',
vectors do not have (covariant) unit length, as shown later in (6.5.3) and (6.4.1).

The reader familiar with covariant "up and down" indices will notice that all indices are peacefully
sitting "down" in the presentation so far (subscripts, no superscripts). As we carry out our various
developmental tasks, that is where all indices shall remain until Chapter 7, whereupon they will start
frantically bobbing up and down, seemingly at will. [ Since rules are made to be violated, we have
violated this one in some examples below where non-standard notation would be hard to swallow. ]

Are there any "useful objects”" that can be constructed from differentials dx and which might then
transform according by R or S? The answer is yes, but first we discuss scalars.

2.2 Scalars
A quantity is a scalar with respect to transformation F if it is the same in both spaces. Thus, any constant
like m would be a scalar under any transformation. The mass m of a potato would be a constant under

transformations that are rotations or translations. A function of space ¢(x) is a "field" and it would be a
"scalar field" if ¢'(x') = @(x). For example, temperature would be a scalar field under rotations. Notice
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that ¢ is evaluated at x, while @' is evaluated at x' = F(x). As noted in Section 2.12, one could be more
precise by referring to the objects described here as a "tensorial scalar" and a "tensorial scalar field".

2.3 Contravariant vectors

If x and x' are spatial coordinates (time t is not one of the x;), then consider the familiar velocity vector,
vi = dxs/dt = v=dx/dt . (2.3.1)

Since dt transforms as a constant (scalar) under our selected transformation type, it seems pretty clear that
velocity in x'-space can be related to velocity in x-space using the dx' = R(x) dx rule above, so

vV =R(X) V. (2.3.2)

Even though the matrix R(x) changes as we move around, this linear transformation R is valid at any
point x when applied to velocity. Momentum p = mv would work the same way, since mass m is a scalar
(Newtonian mechanics).

In contrast, unless R(x) is a constant in space (meaning from (2.8.7) that F(x) is linear), x' # R(x) x,
so in general X itself is not a contravariant vector although dx is.

Any vector that transforms according to V' = R(x)V with respect to a transformation F (such as
Newtonian velocity and momentum with respect to rotations) is called a contravariant vector.

2.4 Covariant vectors

Much of physics is described by differential equations involving the gradient operator ( the reason for the
overbar is explained in the next Section)

61 = 55_ = 6/6xi (2.4.1)

which involves an "upside down" differential. Here is how this operator transforms going from x-space to
x'-space, again according to the chain rule (implied sum on k, T means transpose)

= - 0 OXx 0 — — — —
V'i=0'i= ox; oxs oxe Skidx = S%ik Ok = STix Vi = (ST V)

= V' =5TV. (2.4.2)
One can think of V as acting on a scalar field ¢(x) = ¢'(x"), and then the above becomes
OXk 0
X'i

— P —
Vi) =5 o) =50 B 90 = STk Vi 0(x)

= V'(x') =S"Vo(x) . (2.4.3)
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Since the differential is "upside down", one might expect V to transform according to S = R instead of
R, but it is really ST that does the job. One could write V' =V S in terms of row vectors.
Vectors that transform according to V' = ST(x) V such as the gradient operator V are called covariant

vectors with respect to transformation F.
An example of a covariant vector is the electrostatic electric field obtained from the potential ©

E=-VO Ei=-0;0 = -0d/0x; (2.4.4)
2.5 Bar notation

In order to distinguish a contravariant from a covariant vector, we shall (for a while) adopt this bar
convention: contravariant vectors shall be written V with components V; and covariant vectors shall be
written V with components V. This is why overbars were placed on V and 0; and E in the previous
Section. We call this our "developmental notation", as distinct from the Standard Notation introduced in
Chapter 7.

The transformation rules for the two vector types can now be written this way:

RV  contravariant Rik(x) = (0x'31/0xx) R=87"
(0x1/0x'x) = STki(x) (2.5.1)

VI

V' = STV covariant Sik(x")

One could imagine replacing S with some Q* to make the second equation more like the first, but of
course then RQT = 1 instead of RS = 1. In the Standard Notation, where there are four versions of the
matrix R, we shall see in Section 7.5 that R — R*j and S — S*; = Ry* and S can be removed from the
picture altogether.

0x
It is possible to do without either R or S and just write out all partial derivatives like gﬁ‘ in place of

Rix. Many authors do this, including Weinberg. We feel that the forms Ry and later Rik are much more
compact (3 symbols in place of 8) and reveal more clearly the matrix (but not tensor) nature of R and the
fact that it is a linear transformation that locally approximates the full x' = F(x). Later we shall have long
strings of R objects which become extremely cluttered when derivatives are fully written out, see for
example Section F.2 and following. Finally, R;y is a easy to type!

2.6 Origin of the names contravariant and covariant

A justification of the terms covariant and contravariant is presented in Section 7.14, since the idea is more
easily presented there than here.

It seems that these terms were first used in 1851 (a half century before special relativity) in a paper
(see Refs.) by J.J. Sylvester of Sylvester's Law of Inertia fame. Sylvester uses the words covariant and
contravariant to describe the relations between a pair of "transformations". In much simpler notation than
he uses, if those "transformations" (functions) are F(x) and G(x) and if A is an 3x3 matrix, then
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the pair F(Ax) and G(AXx) are said to be covariant (or concurrent)
the pair F(Ax) and G(A'lx) are said to be contravariant (or reciprocal)

The idea is that in comparing the way two things transform, if they both move the same way, then it is
covariant, and if they move in opposite directions it is contravariant. In Section 7.14 this idea is applied to
the transformation of two objects, where one object is the component of a vector like V, and the other
object is a basis vector onto which a vector is expanded. The connection is a bit distant, but the
underlying concept carries through.

Notations like y = F(Ax) would have mystified Sylvester in 1851, although in this same paper he
introduced two-dimensional arrays of letters and referred to them as "matrices". According to a web piece
by John Aldrich of the University of Southampton, J.W. Gibbs in 1881 was the first person to use a single
letter to represent a vector (he used Greek letters). It was not until 1901 when his student E.B. Wilson
published Gibb's lectures in a Vector Analysis book that the idea was propagated to a wider circle. Wilson
converted those Greek letters to bolded ones,

vectors. When, however, the letters are regarded merely
as symbols with no particular physical significance some
typographical difference must be relied upon to distinguish

vectors from scalars. Hence in this book Clarendon type is

used for setting up vectors and ordinary type for scalars.
This permits the use of the same letter differently printed
to represent the vector and its scalar magnitude.! Thus if
C be the electric current in magnitude and direction, (' may
be used to represent the magnitude of that current; if g be (2.6.1)

The Wilson/Gibbs book was reprinted seven times, the last being 1943. In 1960 it continued as a Dover
book and is now available online as a public domain document (above from page 4).

2.7 Other vector types?

Are there any other kinds of vectors with respect to a transformation F? There might be, but only the two
types mentioned above are of interest to us in this document. They are both called rank-1 tensors, and
there are no other rank-1 tensor types in "tensor analysis" (for rank-n tensors, see Section 7.10). Some
authors refer to the rank of a tensor as the order of a tensor, and we shall sometimes use that term.

In the Standard Notation introduced later, where contravariant vector components are written with
indices up and covariant vectors with indices down, and where the notation is so slick and smooth and
automatic, one sometimes imagines there are two kinds of vectors because there are two places to put
indices, up and down. It is of course the other way around: the up/down notation was adopted because
there are two rank-1 tensor types.

Two particular (linear) transformation types of interest are rotations and Lorentz transformations,
each of which has a certain number of continuous parameters (3 and 6). As the parameters are allowed to
vary over their ranges, the set of transformations can be viewed as elements of a continuous group
( SO3) and SO(3,1) ). Each of these groups has exactly one "vector representation" ( "1" and
"(1/2)®@(1/2)" ). One should not imagine that somehow the "two-ness" of vector types under general
transformations F is connected to there being two vector representations of some particular group. It
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happens that the Lorentz group does have two "spinor representations" (1/2)®@0 and 0©(1/2), but this has
nothing at all to do with our general notion of two kinds of vectors. This subject is discussed in more
detail in Section 5.14.

2.8 Linear transformations

First, consider a scalar function f : R® — R. The function f(x) is linear iff

f(x+y) = f(x) + f(y) for all x and y in R®
f(ax) = af(x) for all x in R" and for allain R . (2.8.1)

These conditions imply that the function f(x) must have the form,

f(x)=2%; a; X; . where a; are constants independent of x . (2.8.2)
One way to reach this conclusion is to assume a Taylor expansion for f(x) about x =0,

f(x) = f(0) + 5 [0: ks + i3[015f*°xsx5 + higher terms . (2.8.3)

The (2.8.1) requirement that f(2x) = 2f(x) eliminates the quadratic and higher terms and for x = 0
eliminates the first term f(0) since f(0) = 2f(0), resulting in an expression of the form (2.8.2).

When this same discussion is applied to the components F;(x) of the function F : R®™—R" one concludes
that the form of x' = F(x) for linear F is given by

x's = Fi(x) =Z5Fi4x5 where Fj j are constants independent of x . (2.8.4)

Applied to the differential vector dx this says

dX'j_ = Zj Fij de . (285)
Comparison with (2.1.4) shows that F; 5 = Rjx so

Fliner = R=F and S=F1'. (2.8.6)
We then arrive at this miniature theorem and its converse:
Theorem:

(a) If R(x) = R does not vary with x, then dx' = Rdx = x' = Rx so x' = F(x) is a linear
transformation, namely F(x) = Rx .

(b) If x' = F(x) is a linear transformation, then F(x) = Rx where R is a matrix of constants which do

not vary with x. (2.8.7)

This is the situation for global rotations and Lorentz transformations.
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2.9 Vectors that are contravariant by definition

A contravariant vector has been defined above as any N-tuple which transforms the same way that dx
transforms with respect to F, namely, dx' = R(x) dx. One might state this as

{dx', dx } dx' =R(x) dx contravariant vector . (2.9.1)

Suppose we start with an arbitrary N-tuple V and simply define V' = RV. One would have to conclude
that the pair { V', V } transforms as a contravariant vector.

{V,V} V'=R(x)V contravariant vector . (2.9.2)

Conversely, one could start with some given V' and define V = S(x)V' (recall S = R™), and again one
would conclude that { V', V } represents a vector that transforms as a contravariant vector.

We refer to either process as producing a vector which is "contravariant by definition". Creating a
contravariant vector in this fashion is a fine thing to do, as long as the defined vector does not conflict
with something that already exists.

Example 1: We know that if F is non-linear, the vector x does not transform as a contravariant vector,
because x' = R(x)x is not true, where x' = F(x). If we start with x and try to force {x', x} to be
"contravariant by definition" by defining x' = R(x) x, this x' conflicts with the existing x' = F(x), so the
method of contravariant by definition is unacceptable. (2.9.3)

Example 2: As another example, consider an N-tuple in x'-space of three masses V' = (my,mp,m3). The
transformation is taken in this example to be regular rotations. Since masses are rotational scalars with
respect to such rotations, we know that in an x-space rotated frame of reference we would find V =
(my,mp,m3). We could attempt to set up { V', V } as a vector that is "contravariant by definition" by
defining V = SV', but this conflicts with the existing fact that V = (mj,mz,m3), so the method of
contravariant by definition is again unacceptable. (2.9.4)

Example 3: This time F is a general transformation and we start with V' = e', which are a set of axis-
aligned basis vectors in x'-space. We define vectors V = e, according to e, = Se'n,. Then { e'p, e, } form a
vector which is "contravariant by definition" and e';, =R e, (R = S'l). Since the newly defined vector e,
does not conflict with some already-existing vector in x-space, the method of contravariant by definition
in this example is acceptable. This is exactly what is done in the next Section with the tangent base
vectors ep. (2.9.5)

2.10 Vector Fields

We considered above vectors like position x (and dx) and velocity v and the vector operator V, and we
referred to a generic vector as V. Many vectors of interest (in fact, most) are functions of x, which is to
say, they are vector fields. Examples are the electric and magnetic fields E(x) and B(x), or the average
velocity of a small region of fluid V(x) or a current density J(x). Another example is the transformation
F(x).
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We already mentioned scalar fields, such as temperature T(x) or electrostatic potential ®(x). The way
a scalar temperature field transforms going from x-space to x'-space is this

T'(x") =T(x) where x'=F(x) . (2.10.1)

If the transformation is a 3D rotation from frame S to frame S', then T' is the temperature measured in
frame S' at point x' and T is the temperature measured at the corresponding point x in frame S and of
course there is only one temperature at that point so the numbers are equal. In x'-space one needs the
prime on T' because the functional form (how T' depends on the x';) is not the same as that of T (how T

depends on the x;). For example, if transformation F is from 2D Cartesian to polar coordinates, then
T'(r,0) = T(x,y) = T(rcos0,rsinf) # T(r,0) . (2.10.2)

Contravariant and covariant vector fields transform as described above, but now one must show the
argument for each field in its own space, and again x' = F(x) :

V'(x") = RV(x) contravariant Rik(x) = (0x'3/0xk) R=8"
V'(x) = STV(x)  covariant Six(x) = (Ox1/0x'%x) = STei(X'). (2.10.3)

Similar transformation rules apply to tensors of any rank. For example (as we shall see in Chapter 5) the
metric tensor gap (developmental notation) is a rank-2 contravariant tensor field and the transformation
rule is this (implied summation on repeated indices),

g'ab(X') = Raa'Rpp' ga b (X) or g'ab =Raa'Rpp'garp: (2.10.4)
Often the coordinate dependence of g is suppressed, just as it is for R and S, as shown on the right above.

Jumping momentarily into Standard Notation, in special relativity one has x™ = AP,x" where F=R = A is
a linear transformation, and one would then specify the transformation of a contravariant vector field as

VH(x') = AP, V' (x%) xP = AP x" (2.10.5)

Comment. The word field in "vector field V(x)" is unrelated to the word field being an algebraic object
with e and + properties, such as the field of the real numbers or the finite field {0,1}. However, the
components of V and x in V(x) are normally elements of the real number field.

2.11 Names and symbols

The matrix Rjx(x) = (0x'i/0xx) is called the Jacobian matrix for the transformation x' = F(x) , while the
matrix S;ik(x') = (0xi/0x'k) is then the Jacobian matrix of the inverse transformation x = F'l(x’). The
determinant of the Jacobian matrix S will be shown in Section 8.6 to have a certain significance, and that
determinant is called "the Jacobian" = det(S(x")) = J(x').

Matrix R is sometimes called "the differential dF" of transformation x' = F(x) and is. Matrix S is then
the differential of the inverse transformation x = F_l(x').
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The author has anguished over what names to give the matrices R and S = R One option was to use
R =L, where L stands for the fact that this matrix is describing a Local coordinate system at point x, or a
Linearized transformation. But L is commonly used for differential operators and angular momentum, so
that got rejected. R is often called A in special relativity, but why go Greek so early? Another option is to
use R = J for Jacobian matrix, but J looks too much like "an integer" or angular momentum or "the
Jacobian". T for Transformation might have been confused with the full transformation F, or Cauchy
stress T. Our chosen notation R makes one think perhaps R is a Rotation, but that won't in general be the
case. For the moment we will continue to use R and S, where recall RS = 1. We shall refer to R simply as
"the R matrix for transformation F".

The fact that vectors are processed by NxN matrices R and S puts that part of the subject into the field
of linear algebra, and that may be the origin of the name tensor algebra as a generalization of this idea
(tensors as objects of direct product algebras). Of course the differential calculus aspect of the subject is
already highly visible, there are 0 symbols everywhere (hence the name tensor calculus).

2.12 Definition of the words "scalar", "vector" and "tensor"

In Section 2.2 a "scalar" was defined as something that is invariant under some transformation F, and this
was identified with a "rank-0 tensor". Similarly, a "vector" is either a contravariant vector or a covariant
vector and both of these are "rank-1 tensors". In Section 5.6 certain "rank-2" tensors will appear -- they
are matrices that transform in a certain way under a transformation F. In Section 7.10 tensors of rank-n
will appear, and these are objects with n indices which transform in a certain manner under F.

To be more precise and to provide protection against the vagaries of "the literature", these objects
probably should have been defined with the word "tensorial" in front of them.

"tensorial scalar" = rank-0 tensor with respect to some transformation F
"tensorial vector" = rank-1 tensor with respect to some transformation F
"tensorial tensor" = rank-n tensor with respect to some transformation F (2.12.1)

As has been emphasized several times, a "tensorial tensor" is linked to a particular underlying
transformation F, and one should really use the more precise term "tensorial tensor under F".

In this paper, we generally omit the word "tensorial" when discussing the above objects. This brings
us into conflict with the following definitions which are often used: (Here, we use the term "expression"
to indicate a number, a variable, or some combination of same.)

o A "scalar" is a single expression, a 1-tuple. No invariance under any transformation is implied.

o A "vector" is an N-tuple of expressions. No transformation rule is implied.

o A "second order tensor" is a matrix of expressions. No transformation rule is implied. (2.12.2)
e A "tensor" is an object with n indices, n = 2,3,4... which includes the previous item. A tensor is
therefore a collection of expressions which are labeled by n indices each of which goes 1 to N. No

transformation rule is implied.

To these definitions we can add another list:
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e A "scalar field" is a single function of x ( the x-space coordinates). No implication of invariance.
o A "vector field" is an N-tuple of functions of x -- an N-tuple of scalar fields. No transform implied.
e A "tensor field" of order n is a set of N™ scalar functions, for example, Tape. . .(X). Same. (2.12.3)

In any discussion which includes relativity (special or general), the words scalar, vector and tensor would
always imply the tensorial definitions of these words. Continuum mechanics, however, seems to use the
above alternate list of definitions, so that any matrix is called a tensor. Usually such matrices are
functions of space and should be called tensor fields, but everybody knows what is meant.

In Section 7.15 we shall discuss the notion of an equation being covariant, which means it has the
exact same form in different frames of reference which are related by a transformation. For example, one
might have F = ma in frame S, and F' = m'a’' in frame S', where these frames are related by a static
rotation. F and a are tensorial vectors with respect to this rotation, and m and m' are tensorial scalars, and
m = m' for that reason. Both sides of F = ma transform as tensorial vectors. Since rotations are an
invariance of Newtonian physics, any valid equation of motion must be "covariant", and this applies of
course to particle, rigid body and continuum mechanics.

In the latter field, continuum mechanics, one naturally seeks out model equations which are covariant.
In order to do this properly, one must know which tensors are tensorial tensors, and which tensors are just
tensors with either no transformation rule, or some transformation rule that does not match the tensor.
Continuum mechanics has evolved special words to handle this situation. If a tensor is a tensorial tensor,
it is said to be objective, or indifferent. In continuum mechanics an equation which is covariant is said to
be frame-indifferent.

In this document we shall follow the time-honored tradition of being inconsistent in our use of the words
scalar, vector and tensor, but the reader is now at least warned. To further promote that tradition, we shall
sometimes refer to tensorial tensors as "true" tensors.

The notion of tensor densities described in Appendix D further complicates the nomenclature. One can
have scalar densities and vector densities of various weights, for example.

Appendix K explores a few commonly used tensors in continuum mechanics and determines which of
these tensors actually transform as tensors (are objective), and which tensors do not transform as tensors
(are non-objective).

Comment on "rank". As noted in Section 2.7, some authors refer to a rank-n tensor as an order-n tensor.
The word rank has another common use which is unrelated to tensor rank. The rank of a square matrix is
the number of linearly independent rows or columns. If an NxN matrix M has rank less than N, then
det(M) = 0. Since our R and S matrices do not have zero determinant, they are both of full rank N. The
same is true of the metric tensors of Chapter 5 below. Since g = det(gi) # 0, g has full rank N.
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3. Tangent Base Vectors e, and Inverse Tangent Base Vectors u',

3.1 Differential Displacements

This entire Section is in the context of Picture A,

Picture A m

x'-space SR X-space

9 9

3.1.1)

In Fig (2.1.2) above showing dx and dx', one has much freedom to "try out" different differential vectors.
For any dx one picks at point x, one gets some dx' according to dx' = R(x) dx. Consider this slightly
enhanced version of that figure (red curves added)

x'-space x-space

origin 0"

origin O

(3.1.2)

The point x in x-space (right side) can be regarded as lying on some arbitrary 1-dimensional curve in RY
shown on the right in red. Select dx to be the tangent to this curve at point x. That curve will then map
into some (probably very different) curve in x'-space which passes through the point x'. The tangent to
this curve at the point x' must be dx' = R(x) dx. A similar statement can be made starting instead with an
arbitrary curve in x'-space. The tangent dx' there then maps into dx = S(x') dx' in x-space.

The curves are in N-dimensional space and are in general non-planar and the tangents are of course N
dimensional tangents, so this 2D picture is mildly misleading.

We now specialize such that the red curve on the left is a straight line parallel to an x'-space axis, which
means the curve on the right is a coordinate line,
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]
x'-space x-space
Cartesian coordinates

origin O

(3.1.3)

Admittedly the drawing does not strongly suggest that the red line segment on the left is parallel to an
axis in x'-space, but since those axes are not drawn, one cannot complain too strenuously.

3.2 Definition of the e, ; the e, are the columns of S
First, define a set of N basis vectors in x'-space which point along the positive axes of x'-space,

eh , n=12..N (€'n)i = On,i e';s = (1,0,0...) etc . (3.2.1)
Assume that the dx' arrow above points in this €'y direction so that

dx'=e'p dx'n // no implied sum on n (3.2.2)

where dx', is a positive differential variation of coordinate x', along the €'y axis in x'-space. The
corresponding dx in x-space will be,

dx= Sdx'=S[e'hdx'n] =[ Se'n] dx'n = endx'n (3.2.3)
where this last equality serves as the definition of ey, ,
en=Se', . (3.2.4)

Vector e, = en(X) points along dx in x-space and is tangent to the X'p- coordinate line there at point x.
This vector ey, is generally not a unit vector, hence no hat ~ . Writing out the i*® component of (3.2.4),

(en)i =X3 Sij(e'n)5 = £583150n,5 = Sin (3.2.5)
so that, with (2.1.5),

(en)i = Sin = 0xi/0X'n or en=0Xx/0x'n =0'nX. (3.2.6)
This fact that (en); = Sin says that the vectors e, are the columns of the matrix S:

S=Je1, e €3 ....ex | matrix = N columns (3.2.7)
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We shall call these e vectors the tangent base vectors. The vectors exist in x-space and point along the
various coordinate lines that pass through a point x.

If the points on the x',-coordinate line were labeled with the values of x'y, from which they came, one
would find that e, points in the direction in which those labels increase.

As one moves from x to some nearby point, the tangent base vectors all change slightly because in
general S = S(x'(x)) and the e, = ey(x) are the columns of S. Any set of basis vectors which depends on x
in this way is called a local basis. In contrast, the corresponding x'-basis €', shown above with (e'p); =
On, i 1s a global basis in x'-space since it is the same at any point X' in x'-space.

Since det(S) # 0 due to our assumption that F is invertible, the tangent base vectors are linearly
independent and provide a basis for EY.

One can of course normalize each of the ey, to be a unit vector €, according to €, = e/ |ex.

Here is a traditional N=3 picture showing the tangent base vectors pointing along three generic
coordinate lines in x-space all of which pass through the point x:

€3 €2

€1
(3.2.8)

Comment on notation. Some authors refer to our e, as gn or R, or other. Later it will be shown that

en®ey = g'nm where g'nm is the covariant metric tensor for x'-space, so admittedly this provides a
reasonable argument for using g, so that g,egn, = g'nm. But then the primes don't match which is
confusing: the g are vectors in x-space, while g' is a metric tensor in x'-space. We shall be using yet
another g in the form g = det(gnm) and a corresponding g'. Due to this proliferation of g objects, we stick
with ep, the notation used by Margenau and Murphy (p 193). A g-oriented reader can replace e — g as
needed anywhere in this document. As for unit vector versions of the e, we use the notation en=en/ len]-
Morse and Feshbach use ay for this purpose (Vol I p 22). A g-person might use 8, .

A related issue is what symbols to use for the "usual" basis vectors in Cartesian x-space. As noted
above in (2.1.8), we are using u, with (up); = 8n,; as "axis-aligned basis vectors" in x-space. If g = 1 for

x-space, then these are the usual Cartesian unit vectors (see (6.5.3) below that u, ® Uy = gnm). Many
authors use the notation e, for these vectors which then conflicts with our use of e, as the tangent base

vectors. Morse and Feshbach use the symbols i, j, k for our Cartesian u1, uz, us. Other authors use /1\, ) , 3

A
sothenuy, =n.
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Often the notation e, is used by authors to represent some generic arbitrary set of basis vectors. For
this purpose, we shall use the notation by,

3.3 e, as a contravariant vector
The situation described above is this,

dx'= e'p dx'n x'-space (3.2.2) // no implied sum on n
dx = ey dx'y X-space (3.2.3) // no implied sum on n (3.3.1)

and the full transformation F maps dx into dx'. Since dx is a contravariant vector, the linear
transformation R also maps dx into dx'. Thus

dx' = R(x) dx (2.1.6)
SO
[e'n dX'n] = R(X) [en dx'pn] (3.3.1)
SO
eh=R(X) ey . (3.3.2)

We can regard the last line as a statement that the vector e, transforms as a contravariant vector under F.
Written out in components one gets

(e'n)i = Z5Ri5 (en); = On,i= L3Ri3S4n (3.3.3)

’

recovering the fact that RS = 1. This is an example of a vector being "contravariant by definition", as
discussed in (2.9.5).

The two expansions (3.3.2) and (3.2.4) are easy to verify by showing that the components of both sides
are the same:

e'n = Ren = Zi Rin €3 since (e'n)j = Zi Rin (ei)j = Zi Rin Sji = (SR)]n = 8j ,n = (e'n)j
€n = Se‘n = Zi Sin e'i since (en)j = Zi Sin (e’i)j = Zi Sin Si,j = Sjn = (en)j (334)
3.4 A semantic question: unit vectors

Above it was noted that e'; = (1,0,0....). Should this be called "a unit vector" ? It will be seen in (6.2.7)

that in fact |e'q| = \/ﬁ # 1 where g' is the covariant metric tensor in x'-space, and |e'1| is the covariant
length of e'1. So €'y is a unit vector in the sense that it has a single 1 in its column vector definition, but it
is not a unit vector in the sense that it does not (in general) have unit magnitude (it would if x"-space were
Cartesian with g'=1).We take the magnitude = 1 requirement as the proper definition of a unit vector. For
this reason, we refer to the e', in x'-space as just "axis-aligned basis vectors" and they have no "hats".
One wonders how such a vector should be depicted in a drawing, see Example 1 (b) below and also
Section C.5
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Example 1: Polar coordinates, tangent base vectors

(a) The first step is to compute the matrix S;x(x') = (0x3/0x'x) from the inverse equations:

X = (Xla X2 ) = (X’Y)

x'=(x1', X2") = (0,r) // note that r chosen as the second variable x,'
x=Fx) & x =rcos(0) X1 = X2' cos(X1')
y = rsin(0) X2 = X2' sin(X1") (1.4)
So
S11 = (0x/00) = -rsinf
S12 = (0x/0r) = cosO Six = (0xi/0x'k)

S21 = (0y/00) = rcosb
S22 = (Oy/0r) = sinb
(3.4.1)

_ (—rsine cosf )

-sinf/r cosO/r)
rcosf sind :

B -1
/I dey(S)=-r R=8"= (cos(e) sin@

[ Note: The above S and R are stated for the ordering 1,2 = 0,r . For the more usual ordering 1,2 = r,0 the
colums of S should be swapped, and the rows of R should be swapped. In the usual ordering, det(S) = +r.]

The tangent base vectors e, can be read off as the columns of S according to (3.2.7),

e; =r1(-sinb,cosf) =eg =r €o //=r 6
ez = (cos0,sinf) =e, =0€; /=t (34.2)

Notice that eg in this case is not a unit vector. Below is a properly scaled drawing showing the location of
the two x'-space basis vectors on the left, and the two tangent base vectors on the right. As just shown, the
length of e, is 1, while the length of eg is 2.

circle

0

x'-space coordinpte lines

2n
NG X-space
\X _ F'l(x' /

(3.4.3)

. iy . . A AN
The tangent base vectors are fairly familiar animals, since e, = ¥ and eg = r 0 in usual parlance. If one

moves radially outward from point x, the e, base vector stays the same, but eg grows longer. If one moves
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azimuthally from x to some larger angle 6+A0, both vectors stay the same length but they rotate together
staying perpendicular.

(b) This is a good place to point out that vectors drawn in a non-Cartesian space can have magnitudes
which do not equal the length of the drawn arrows. The "graphical arrow length" of a vector v is (sz +
Vyz)l/ 2. but that is not the right expression for |v| in a non-Cartesian space. For example, as will be shown
below in (5.10.5), |ee'| = |eq| , sO the magnitude of the vector e's shown on the left above is in fact |eg'| =1
= 2 and not 1, but the graphical length of the arrow is 1 since e's = (1,0). See Section C.5 for further
discussion of this topic with a specific 2D non-orthogonal coordinate system.

(c) In this example, two basis vectors €'y in x'-space on the left map into the two e, vectors on the right
according to e, = Se'n. If one were to apply the fiull mapping x = F~(x') to each point along the arrows

e'n, for some general non-linear F one would find that these arrows map into warped arrows on the right
whose bases are tangent to those of the e,. Those warped arrows lie on the coordinate lines. For this
particular mapping, e's maps under F™* into the warped gray arrow, while €'z maps into e..

Example 2: Spherical Coordinates, tangent base vectors

X = (Xla X2, X3 ) = (X’y,z)
X' = (Xl', X2'7X3’) = (r,9,(p)

X = F'l(x') > X = rsinfcose

y = rsinBsing

z =rcosf (1.6)
S11= (0x/0r) = sinBcose Six = (0x1/0X'x)

S12 = (0x/00) = rcosbcos@
S13 = (0x/0¢) = -rsinBsing
S21= (Oy/Or) = sinBsing
S22 = (0y/00) = rcosbsing
S23 = (0y/0¢) = rsinfcose
S31= (0z/0r) = cosO

S32 = (82/89) = -rsinf

S33 =(0z/0p)= 0 (3.4.4)
sinBcos@ rcosBcosp -rsinfsing sinBcoso sinBsing  cosf
S=| sinfsing rcosOsing rsinBcose R=| cosBcose/r cosBsing/r -sinf/r
cosb -rsinf 0 -sin@/(rsinf) cose/(rsinf) 0
where Maple computes R as S™! and finds as well that: det(S) = 12 sinf

Again, from (3.2.7) the tangent base vectors are the columns of S, so
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er = (sinOcoso, sinBsing,cos0) lex] =1 =h'y
ee = r(cosfcosp,cosBsing,-sind) leg| =1 =h'g
ep = 15in0(-sin@,cose,0) lep] =1sin@ =h'y (3.4.5)

and unit vector versions are then

€ = (sinBcosy, sinbsing,cosh) =t e =1
€o = (cosbcosp,cosdsing,-sind) -0 € =T 0
é(P = (-sin@,c0s¢,0) =0 e, = rsind Ih) (3.4.6)

The unit vectors can be displayed in this standard picture,

(3.4.7)

Notice that (¥, 6, ®) = (€1, €2, €3) form a right-handed coordinate system at the point x =r.

3.5 The inverse tangent base vectors u'y, and inverse coordinate lines

A complete swap x' <> x for a mapping x' = F(x) of course produces the "inverse mapping". This has the
effect of causing R < S in the above discussion. The tangent base vectors for the inverse mapping would
then be the columns of matrix R instead of S. We shall denote these inverse tangent base vectors which
exist in x'-space by the symbol u'p. Then:

(en)i =Sin=0xi/0X'n // the tangent base vectors as above (3.2.6)

S=1e1, e €3 ....eyx ] // are the columns of S (3.2.7)

(u'n)i =Rip=0x'1/0xn // inverse tangent base vectors

R=[u'y,u'2, u's ... u'y] // are the columns of R (3.5.1)

By varying only x5 in x-space holding all the other x; = constant, one generates the x,-coordinate lines in
x'-space, just the reverse of the earlier discussion of this subject. Then inverse tangent base vectors u'p

will then be tangent to these inverse coordinate lines. An example is given just below and another appears
in Appendix C.
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The vector e, was shown to transform as a contravariant vector into an axis-aligned basis vector €', in x'-

space
(3.3.2) (3.3.3) (3.2.6) (3.2.1)
en=Re, (e'n)i = ZjRij (en)j (en)i =Sin (e'n)i = Sn,i (3.5.2)

The same thing happens here, only in reverse :
Up = S u’n (un)i = stij (u’n)j (u’n)i = Rin (un)i = Sn,i (353)

where now the uy, are axis-aligned basis vectors in x-space. A prime on an object indicates which space it
inhabits.

The inverse tangent base vectors u'p are not the same as the reciprocal base vectors E, introduced in
Chapter 6 below.

Example 1: Polar coordinates: inverse tangent base vectors and inverse coordinate lines

It was shown earlier for polar coordinates that

-1 (-sinb/r cosG/r)
R=S ‘Qm@)sme (3.4.)

so the inverse tangent base vectors (expressed here as row vectors as usual to save space) are given by the
columns of R as per (3.5.1),

u'y = ( -sinf/r,cos0) // note near 0 = 0 that u'y indicates a large negative slope
u'y = (cosb/r,sinb) . // note near 0 = 0 that u'y indicates a small positive slope (3.5.4)

One expects u'yx to be tangent to an inverse coordinate line in x'-space which maps to a line in x-space

along which only x is varying, which is a horizontal line at fixed y (red below). Looking at the small 6
region of the left graph in Fig (3.5.5) below, one sees slopes as just described above.

For the polar coordinates mapping discussed near Fig (3.4.3), horizontal (red) and vertical (blue) lines in
x'-space mapped into circles (red) and rays (blue) in x-space, and the tangent base vectors in x-space were
tangent to the coordinate lines there. If one instead takes horizontal (red) and vertical (blue) lines in x-
space and maps them back into coordinate lines in x'-space, the picture is a bit more complicated. Since y
= rsinf, the plot of an x-coordinate line (x is varying, y fixed at y;) in x'-space has the form r = y;/sinf,
where y; denotes some selected y value (a red horizontal line), so plotting r = y;i/sinf in x'-space for
various values of y; displays a set of inverse x-coordinate lines (red). Similarly r = x;/cos6 gives some y-
coordinate lines (blue). Here is a Maple plot:
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o 1 2 3 4 5 B
theta
x'-space (0,r) x-space (X,y)

(3.5.5)
Another example is given in Appendix C.
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4. Notions of length, distance and scalar product in Cartesian Space
This Section can be interpreted in either Picture B or Picture D where the x-space is Cartesian, G=1.

Up to this point, we have dealt only with the vector space R (a vector space is sometimes called a linear
space), and have not "endowed" it with a norm, metric or a scalar product. Quantities like dx; above were
just little vectors and x + dx was vector addition.

Now, for the first time (officially), we discuss length and distance, such as they are in a Cartesian
Space, as defined in Chapter 1.

For R one first defines a norm which determines the "length" of a vector, the first notion of distance
in a limited sense. The "usual” norm is the L? norm given by

normof x =/ x || = ( x12 +x22 + ... +xx° )1/2 = x| . 4.1
Now we have a normed linear space.

One next defines the notion of the distance between two vectors. Although this can be done in many
ways, just as there are many possible norms, for RY the "natural metric" is defined in terms of the above

L2 norm, so that

distance between x and y = metric = d(x,y) = || x -y ||
= ([xayal® + [xzyel® + ot Ixwenl® )2 (4.2)

Now our space is both a normed linear space and a metric space, a combo known as a Banach Space.
One finally adds the notion of a scalar product (inner product) in this way

(X,y) =2ZiXiyi = Xey I1=%X3501,5 Xi Y5 (4.3)
which of course implies this special case,

xx)=xex = Zix;?= [x[®> = [x[. (4.4)
Our space has now ascended to the higher level of being a real Hilbert Space of N dimensions. All this

structure is implied by the notation RY, our "Cartesian Space".
The length of the vector dx in RY is given by

length of dx = distance between vectors x+dx andx = ds =||dx || = W . 4.5)
To avoid dealing with the square root, one usually writes
(ds)* =/ dx[* = Za(dxs)* = (dx)” + (dx2)” + ... + (dxw)”
= Xidxsdxs = Zi50:,5dxidxy . (4.6)

As shown in the next Section, one can interpret d; 5 as the metric tensor in Cartesian Space.
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The cursory discussion of this Section is fleshed out in Chapter 2 of Stakgold where the concepts of linear
spaces, norms, metrics and inner products are defined with precision. Stakgold compares our N
dimensional Cartesian Hilbert Space to the N=co dimensional Hilbert Spaces used in functional analysis,
where basis vectors might be Legendre polynomials Pn(z) on (-1,1), n = 0,1,2...c. He has little to say,
however, about curvilinear coordinate spaces in this particular book.
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5. The Metric Tensor
5.1 The Picture D Context

The metric tensor is the heart of the machine of tensor analysis and we shall have a lot to say about it in
this Chapter. Each Section is best presented in the context of one of our Pictures, and there will be some
jumping around between pictures. We apologize for this inconvenience and ask forbearance. Hopefully
the Sections below will give the reader some experience with typical nitty-gritty manipulations. One
advantage of the developmental notation over the standard notation is that matrix methods are easy to use,
and they will be used below. Unless otherwise specified, repeated indices are implicitly summed over
(Einstein convention). But sometimes we do show sum symbols £ where extra clarity is needed.

We now go to the Picture D context. Comparison with Picture B shows that primes must be placed on
objects F, R and S related to the transformation from x-space to x'-space:

Picture D
" X" = F(x' !
g : R( ) g
x"-space ' X“space

Picture B m

X' = F"tx:\ x-space

x'-space S.R xgpace s".R" = Quasi-Cartesian S'R'
' Cartesian G
g a=1
(5.1.1)
The various partial derivatives are determined from their definitions,
R'ik = (axvi/axk) R"ik = (ax"i/(?xk) Rik = (axni/aka)
S'ik = (0x4i/0x'k) S"ix = (0x1/0x"x) Six = (0x'3/0x"x) . (5.1.2)

The unprimed S,R can be expressed in terms of the primed objects this way (chain rule, implied Z on a),

R=R"S'

Rix = (0x"31/0x'%) = (0x"1/0Xa) (0Xa/0x'x) = R"ia Sax =

Six = (0x'1/0x"x) = (0X'i/0Xa) (0Xa/0Xx"x) =R'ia S"ax = S=R'S" . (5.1.3)
5.2 Definition of the metric tensor

The metric or distance between vectors x and x+dx can be specified as done in Chapter 4 in terms of the
norm of differential vector dx,

metric(x+dx, x) =norm( [x+dx] - x) =norm(dx)= |dx |= ds, (5.2.1)
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with the caveat that for non-Cartesian spaces this may not be an official norm, see Section 5.10 below.
The squared distance (ds)2 must be a linear combination of products dx;dx; just on dimensional grounds.
The coefficients in this linear combination form a matrix called the metric tensor (later we show this
matrix really is a tensor). Here for an N-dimensional space,

(ds)2 = Ziq" Ej=1N [ metric tensor J;5 dxi dx5 . (5.2.2)
One "endows" a space with a certain metric tensor, and this in turn determines the distance ds = norm(dx)
for any differential vector dx in that space. A metric tensor is specific to a space; it is a property of the
space; it is part of the space's definition.

Recall from the text near (1.10) that our special "quasi-Cartesian" space has a diagonal metric tensor
G whose diagonal elements are independently either +1 or -1. Then distance ds is determined by

(dS)2 = ZiZj [Gij]dxide = EiZj [Gii5i,j]dxide = Zi Gii dXidXi = Zi Gii (dXi)z. (5.2.3)
How might one express this same ds in terms of the the coordinates x'; of x'-space in Picture D? We
found in (2.1.6) that, for Picture A of Fig (2.1.1), dx = S(x")dx' where S is a matrix which represents a
general transformation x' = F(x) locally at a point. Translating this to the right side of Picture D, we have
dx = S'(x') dx' since S is primed there (as is F and R). Therefore

(dS)2 = ZiGiidXidXi = Zi Gj_j_ (ZkS'j_k dX'k) (ZmS'im dX'm)

= EkZm { Zi Gii S'ikS'im } dX'k dX'm . (524)
Now let's start all over again and define a metric tensor in x'-space just as we did in x-space,
(ds’)2 = YxZm [ metric tensor |'xm dX'x dX'n .

= ZkZm g'km dX'k dX'm. (525)

We call the metric tensor in x'-space g' because x' is primed, and we use an overbar because it will be
shown below that g'yn are the components of a covariant rank-2 tensor g'in x'-space.

We now make an important hypothesis: the length of vector dx is the same as the length of the vector dx/,
which is to say, we assume that ds = ds'. We are assuming that ds is a scalar under transformation F', so

(ds)? = (ds")? . // hypothesis, (ds)? is a scalar (5.2.6)

Since equations (5.2.4) and (5.2.5) must be valid for any choice of dx', comparison of the two equations
yields this relationship between the two metric tensors g' and G :

2'm = { 2iG13S'1xS'im } - (5.2.7)

Using G5 = G130: ,5 we obtain the matrix relationship between metric tensors g and G:
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2hm = { £iGiiS'1xS"im } = ZiZ5 $"kiGi5S'5m =

g =S7GS'. (5.2.8)
We now repeat all the above steps for the transformation from x-space to x"-space on the left side of
Picture D in Fig (5.1.1). We make the hypothesis that (ds)2 = (ds")2 and in doing so, we obtain a
relationship between the metric tensor G for x-space and the metric tensor g" for x"-space:

g" = S"TGs". (5.2.9)
To summarize, there are three metric tensors for the three spaces in Picture D :

2=G g = STGS g = S"TGS". (5.2.10)

where we have made the hypothesis that ds = ds' = ds".

Concerning the invariance of (ds). In the above discussion, it was assumed in (5.2.6) that distance (ds)2 is

the same in x'-space as it is in X-space. As shown below in Section 5.10, this is part of a larger hypothesis
that the covariant dot product of any two vectors gives the same number regardless of which space is used
to compute the dot product: A e B = A'e B'. This in turn implies that |A| = |A'| and in particular |dx| =
|dx'| or ds=ds'.

In our major application, where x-space is Cartesian and x'-space is that of some curvilinear
coordinates, it is a requirement that | A | = | A" |. The length of a vector in Cartesian physical space does
not change simply because we choose to express that length in some curvilinear coordinates. Imagine that
A is a velocity vector v. The speed |v| of an object is the same number whether one represents v in
Cartesian or spherical coordinates.

In special relativity it is a very well-verified hypothesis that dot products are scalars and that (ds)? is a
scalar under Lorentz transformations. In this context, ds is often written dt (the so-called proper time).

There are, however, applications of transformations where the scalarity of (ds)? is not valid and in
fact it is crucial that (ds)? can change under a transformation. For example, in continuum mechanics one
can think of the flow of a tiny bit of continuous matter as being modeled by a transformation x = #(x',t).
In general § ( = F™1) is non-linear. At time t = 0 the geometry of this little blob is described by x'-space
coordinates, and after a flow at time t = t it is described by x-space coordinates. If once traces during this
flow a little "dumbbell" vector between two very closely spaced particles in the blob, one finds that dx' at
time t = 0 becomes dx = Sdx' at time t =t where S is not simply a rotation. The whole point here is that
during the flow, the distance vector between two close particles rotates and stretches in some manner, and
in general (due to this stretch) |dx| # |dx'|, so the geometric (ds)? is definitely not invariant under the flow
(ie, under the transformation #). On the other hand, as we shall see below, a certain curvilinear (ds)2 does
remain invariant under the flow. The flow application is considered more in Section 5.16 below, and still
further in Appendix K.
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5.3 Inverse of the metric tensor

The inverses of the three metric tensors in (5.2.10) shall be indicates without an overbar, and we shall

eventually show these matrices to be "contravariant" matrices and thus deserve no overbar. We thus now
define three new g matrices as these inverses, and compute the inverses:

g=gt=G1"=¢G

// remember G just has +1 and -1 diagonal elements

g| = gy—l _ (SyT G S|)—1 — Sv—l G (SVT)_l =R'G RvT

gl = gu-l — (SHT G Sn)—l — Sn-l G (SnT)-l =R"G RnT ] (531)
Here are the collected facts from above:

g= G gl =R'G RIT gn =R"G RnT S=R'S"

g =G gv — SvTG N gn _ SHT GS" R=R"S'

gg=1 g'g' =1 g'g =1 (5.3.2)

Comment: In the Picture C context but with a Quasi-Cartesian x(o)-space (g(°)=G), one could take the
second column above and write it this way,

Picture C m

i S,R x @ _space
X sgace Cartesian
g(oﬂ =]
g =RGR”
g =STGS
g =1 (ds)? = Gm dXx dXm (5.3.3)
where now the clutter of primes is gone. If x () -space is Cartesian so g‘®) = G = 1, then
g=RR"
g =STs. //if x (@ -space is Cartesian in Picture C (534
But we continue with Picture D shown in (5.1.1).
5.4 A metric tensor is symmetric
Consider the following, where A is any matrix and D is a diagonal matrix :
N=ADAT" = N'=(ADA")"=AD'AT =ADA" =N = N symmetric (5.4.1)

Replacing A with AT and N with M gives
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M=ATDA = MT=(ATDA)"=ATDTAT)T = ATDA =M = M symmetric (5.4.2)

Looking at (5.3.3), since g has the form of N and g the form of M with G diagonal, we conclude that both
gand g are symmetric matrices, and the same is of course true for g' and g". Thus

Zab = Zba Eab = §ba
g'ab = g'ba g'ab= g'ba (5.4.3)

5.5 det(g) and gy, of a Cartesian-generated metric tensor are non-negative
If we arrive at x'-space by a transformation F from a Cartesian x-space (as opposed to a Quasi-Cartesian
one), we refer to the metric tensor g' in this x'-space as being "Cartesian generated". In this case G =1 and
the metric tensors above are g = RRT and g =SS as in (5.3.4). Any matrix of either of these forms has
positive diagonal elements and positive determinant:

(ATA)aa =% (AT)abAba = Zp (A)paAba =Zp (Apa)® >0 // diagonal elements > 0

det(ATA) = det(AT) det(A) = det(A) det(A) =[det(A)]* >0 //det>0 . (5.5.1)

To show these results for the AAT form, just replace A—AT everywhere. Recall that transformation F
maps RY — RY so the coefficients of the linearized matrices R and S are real, and elements of the metric
tensor must therefore also be real. For a Quasi-Cartesian-generated metric tensor, these proofs are invalid

since then g = RGR and g = S*GS and G #1.

5.6 Definition of two kinds of rank-2 tensors

We now switch to Picture A,

Picture A m

SR

x-space ! X-space
g g
(5.6.1)
Recall the vector transformation rules from (2.5.1),
V' = RV contravariant Rix(x) = (0x'i/0xx) R=§"1
V' = STV covariant Sik(x) = (Oxi/0xx) = STki(X) (2.5.1)

which can be written out in components (implied sum on a'),
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V'a= Raa' Var contravariant Rix(x) = (0x'i/0xx) R=871
V', = ST.. Va covariant Sik(x") = (0xi/0x'k) STi(x) . (5.6.2)

A rank-1 tensor is defined to be a vector which transforms in one of the two ways shown above.
Similarly, a (non-mixed) rank-2 tensor is defined as a matrix which transforms in one of these two ways:

M'asp =Raa' Rpp' Marp: // contravariant rank-2 tensor
M'ap =STaa' SThp Ma'p // covariant rank-2 tensor (5.6.3)

and again we put a bar over the covariant objects.

Digression: Proof that A™H'= (AH? for any invertible matrix A:
(5.6.4)
e det(A) = det(AT)
o cof(AT) =[ cof(A)]*  since [cof(AT)]ap = cof ( ATp) = cof(Apa) = [cOf(A)pa = [cOf(A)] an
e (A™HT = { [cof(A)]" / det(A) }T = [cof(AT)]* /det(AT) = (AT)*

This fact is used many times in the manipulations below.
5.7 Proof that the metric tensor and its inverse are both rank-2 tensors

The above rank-2 tensor transformation rules (5.6.3) can be written in the following matrix form
(something not possible with higher-rank tensors),

M' =RMR” // contravariant rank-2 tensor
M =STMS // covariant rank-2 tensor (5.7.1)

where recall

Picture A m

x'-space SR X-space

g g

(5.7.2)

But we now switch these rules to the Picture D context (upper arrow) where F maps x'-space to x"-space,
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Picture D
; " F [} i
g X : R(x g
x"-space ' x'-space
x"= F"EXK x-space x' = F'(x)
S".R" = Quasi-Cartesian S'R'
G
(5.1.1)
to obtain
M" =R M'R” // contravariant rank-2 tensor (5.7.3)
M"=STM'S . // covariant rank-2 tensor
Consider then this sequence of steps:

1*G*1=1*G*1
(S"R") G (S"R")T =(S'R") G (SR")" //S"R"=1and SR'=1
S"(R"GR"") S"T = S(R'GR'T)S™ // regroup
S"g"S"T = §'g' ST // since g" =R"GR"T and g’ =R'GR'T by (5.3.2)
g"S"T = R"S'g' ST // left multiply by $""* =R"
g" =R"S' g STR" // right multiply by S"** "t =R"T (5.7.4)
g"=R"S) ¢ (S'T R"T) // regroup
g"=R"SHg' R"S)* / (AB)* = B*A*
g" = Rg'RT // using long forgotten (5.1.3)

With definition (5.7.3) this last result then shows that g' is a contravariant rank-2 tensor with respect to
the transformation F taking x'-space to x"-space. Continuing on,

g" = Rg'R"

gt = RgRH?

g"t =8Tgts /IR 1=8T etc

2" =STg'S /g = g"l (5.7.5)

and this last result shows that g' is a covariant rank-2 tensor with respect to the transformation F taking
x'-space to x"-space, again from (5.7.3). This is why we put a bar over this g from the start.

These two metric tensor transformation statements can be converted to the Picture A context,

Picture A m

x'-space SR X-space

g 9
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g =Rg RT g'ab=Raa'Rop'8a'p: // g is a contravariant rank-2 tensor
g =ST¢gs 2'ab=S"22'STbp ' Ba b // g is a covariant rank-2 tensor (5.7.6)
g

Since RS = 1, the equations can be inverted to get

* Zab = Saa'Spb'g'a'b:
'R 2ab=R%2a'R%p'Z'a'p' =RaraRp'p8'a'n (5.7.7)

Sg'S
RT g

0| OQ

Further variations of the above are obtained using RS =1, gg =g'g' =1 and g = g" (etc.) :

Re = vST 'R :ST g'STEZR
g=g g'Rg
gS=R*g gR™g =8 gSg =RT. (5.7.8)

Finally, if x-space is Cartesian so g = g = 1, one has, analogous to (5.3.4) for Picture C,

g = RR" //g=1
g = STs (5.7.9)

Comment: If x-space and x'-space are both quasi-Cartesian, so g = g' = G, then (5.7.6) says G = RGR”.
This does not imply that R must be independent of x. One could have G = R(x)GR(x)". In particular, if
both spaces are Cartesian so g = g' = 1, then one can have 1 = R(x)R(x) if R(x) is a real orthogonal
matrix for every value of x, R7Y(x) = R¥(x). When R™* = RT we refer to R as a "rotation", where we

include possible parity transformations. Then if g =1 and g' = 1 one can have x' = F(x) = R(x) x where we
refer to R(x) as a local rotation. The rotation can be different at every point in space. An example would
be

cosf -sin® 0
R(x) =R,(0)=| sinO cos® 0 where 0 = 0(x) . (5.7.10)
0 0 1

For N = 4 dimensions in special relativity where g = g' = G = diag(-1,1,1,1), one can have 4x4 boost and

rotation matrices of the form shown below in (5.14.3) and (5.14.4) where the parameters b and r could be
b(x) and r(x).
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5.8 Metric tensor converts vector types

We continue in Picture A. Suppose V is a contravariant vector so V' = RV. Construct a new vector W
with the following properties
W =73
W' =

\% X-space
\'%A x'-space . (5.8.1)

o] oq

Is vector W one of our two vector types, or is it neither? One must examine how it transforms under F:
W=gV =$STgS)(RV) =ST g(SR)V=ST gV =STW . //using (5.7.6) (5.8.2)
Therefore from (2.5.1) this new vector W is a covariant vector under F, so it should have an overbar,
W =gV and W=S"W. (5.8.3)
This covariant vector W can be regarded as the covariant partner of contravariant vector V.

This shows the general idea that applying g to any contravariant vector produces a covariant vector! So
this is one way to construct covariant vectors if we have a supply of contravariant ones. Conversely,

starting with a known covariant vector W, one can construct a contravariant vector V. = g W . Thus,
every vector of either type can be thought of as having a partner vector of the other type.

An obvious notation is to write W as V so no extra letter is needed. Then one has

V=gV V=gV /g =g from (5.3.1)
Vi= gi3V; Vi=gi3V5 . (5.8.4)

Then the vectors V and V are the partner vectors, the first contravariant, the second covariant.
5.9 Vectors in Cartesian space

Theorem: There is no distinction between a contravariant and a covariant vector in Cartesian space.

(5.9.1)
Proof: Pick a contravariant vector V. Since g = 1, V = g V=V .But V is a covariant vector. Since V =
V, every contravariant vector is identical to its covariant partner in x-space. The vector components are
numerically equal. The transformation rules (2.5.1) in this case are

V' = RV
V' =8Tv =§Tv . (5.9.2)

Since in general one does not have R = S7, one sees that in general V' # V', so the two partner vectors are
in general not identical in x'-space even though they are identical in Cartesian x-space. In the special case
that R is a rotation, R = R™*T (real orthogonal) and then R=R™1'T =STso V'=V'.
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5.10 The covariant dot product A ¢ B and norm [A|

For a Cartesian space, Chapter 4 defined the norm as the length of a vector, the metric as the distance
between two vectors, and the scalar product (inner product) as the projection of one vector on another.
The official definitions of norm, metric and scalar product require non-negativity: |x| > 0, d(x,y) > 0, and
x o x > 0. For non-Cartesian spaces, the logical extensions of these three concepts can result in all three
quantities being negative. Nevertheless, we shall use the term "covariant scalar product" with notation A e
B as defined below, as well as the notation |A]* = A e A where |A| will be called the length, magnitude
or norm of A, even though these objects are not true scalar products or norms. In the curvilinear
application of tensor analysis, where x-space is Cartesian, since the norm and scalar product are tensorial
scalars, and since they are non-negative in Cartesian x-space, the problem of negative norms does not
arise in either space.

How do authors handle this problem? Some authors refer to A e A as "the norm" of A (e.g., Messiah
last line of p 878 discussing special relativity), which is our |A|?. For a general 4-vector A in special or
general relativity, most authors just write A e A (A,A¥ in standard notation), they note that the quantity is
invariant under transformations, but don't give it a name.

Whereas we use the bold e for this covariant dot product, most special relativity authors prefer to
reserve this bold dot for a 3D spatial dot product, and then the 4D dot product is written with some "less
bold dot" such as A.B or A*B. Typical usage then in standard notation would be p*p = p¥p, = po? - pep
(see for example Bjorken and Drell p 281).

Without further ado, we define the "covariant scalar product”" of two contravariant vectors (a new and
different use of the word "covariant", but the same as appears in Section 7.15) as

AeB AaBa.. // implied sum on a (5.10.1)

The important fact about the dot product of two tensorial vectors is that it is a tensorial scalar, as we now
show using (5.9.2) for the transformations of A and B and (2.1.6) that SR =1 :

A'eB' = AB.'= (RA)a(S™B)a = (RaiA1)(S3aB3) =(S3aRa1)AiB; = (SR);:A;B;
:6j,iAi§j :Aiﬁi =AeB . (5102)

There are various equivalent ways to write the dot product of (5.10.1) using (5.8.4) that V = g V and
conversely that V=g V , and also the fact (5.4.3) that gap = gpa :
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AeB = AB, = Ay(2a6Bb) = ZabAaBb = (2baAa)Bb = ApBp = ALBa

AeB AaEa = (gg)aﬁa = Zab Kb Ea = gab Kb Ea .

To summarize
AeB= A.B. =A.Ba = ZabAaBp = gab Ap Ba . (5.10.3)

In the special case that A = B, we use the shorthand norm notation (with caveat as noted above) and
(5.10.2) to obtain,

AP = AeA =A'eA'= A2 . (5.10.4)

Going back to Chapter 3 and the vectors e', and en, a claim made at the start of Section 3.4 can now be
verified:

len> =e'n o€ = ey ®en= |en) = le'n| = |en| . (5.10.5)

Comment on Notation

Consider again the definition (5.10.1) and the alternate form AaB. shown in (5.10.3)

AeB =A,B.= A,B.. (5.10.3)

The dot product involves the contravariant components of one vector and the covariant components of the
other vector. In the dot product notation A ¢ B , we have indicated each vector by its contravariant name
just as a convention. We could just as well have indicated one or both vectors by its covariant name, but
the dot product indicated by whatever name would be the same: contravariant components of one vector
and the covariant components of the other vector. Thus,

AeB =A;Bi= A;B; =AeB =AeB =AeB . (5.10.6)
We shall always use the first notation A e B since it is the simplest. Similarly, when B = A,
AP =AeA = |AP . (5.10.7)
We thus have the interesting fact that, if A and B are tensorial vectors for general x' = F(x), then
A#A but AeB=AeB foranyB . (5.10.8)
If B = A, this says

A#ZA  but  AeA=AeA = AP =AiA; =gijAiA; . (5.10.9)
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We mention this notational issue to head off the following incorrect notion:
AeB = Z.ABy = AeB = g.A.By, # AeB . // wrong!!!

A dot product application

In applications in which (ds)? is regarded as a scalar with respect to transformation F we have
(ds)? = dx' e dx' = (ds)® = dx e dx (5.10.10)

and ds = ds' is called "the invariant distance". Such applications include curvilinear coordinate
transformations and relativity transformations.

In special relativity, using the Bjorken and Drell notation noted above where g'yy = diag(1,-1,-,1,-1) and
¢ = 1, one writes (Standard Notation),

(d1)? = g'py dx™dx" = dx'pdx™ = dx's dx' = dx * dx = a Lorentz scalar = (dt)* - dx e dx , x* = (t,x)
(5.10.11)

and dr is called "the proper time", a particular case of the invariant distance ds. Notice that (dr)2 <0 fora
spacelike 4-vector dx”, meaning one that lies outside the future and past lightcones (Jdx| > |dt| ). [We now
restore e to our covariant definition after temporarily using it above for a 3-space Cartesian dot product. ]

5.11 Metric tensor and tangent base vectors: scale factors and orthogonal coordinates

The context of Picture A continues,

Picture A m

x'-space SR X-space
g g
(5.11.1)
Recall this fact from (3.2.7),
S=le1, ez €3 ....ex ] (3.2.7)
where the columns of S are the tangent base vectors. It follows from (5.7.6) that
g =ST g S= [e1,e2e3 ...ex] g [e1, ez €3 ....ex] (5.11.2)

SO
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€19€1 €10 C2 €ci1€C3 ... €1® N
c20C1 €20 C2 c2®cC3  ...... €20 €N
g'= ezee; ezeen €39€3 ... €3® ey (5.11.3)
cn®€1 C©On® €2 En®€C3  ...... En® N
since,
T — _ - _ = —
€n g €m = (en)i gij (em)J = gij(en)i(em)j =€n ® €n (5-11-4)

using the covariant dot product shown in (5.10.3). Taking the m,n component of (5.11.3) one gets

g'nn=€n®en or g'mn = OnmX ® O'nX // using (3.2.6) (5.11.5)

which makes a direct connection between the covariant metric tensor in x'-space and the tangent base
vectors ey in x-space. A less graphical derivation of this fact uses (5.7.6) and (3.2.5),

E’nm: (STgs)nm: STna gab Sbm :Eab San Sem = Eab (en)a(eb)n = €h ®*Cn . (5116)

Scale Factors and Orthgonal Coordinates

We showed just above in (5.11.5) that ey, ® e, = g'mn. Regardless of whether or not the coordinates are

orthogonal, one can define the scale factor h'y, and unit vector €n as follows,
2 _ 2 _ _=
h'n = |en| =€n®€n= g'nn

h'n = |en| = \lgvnn

=
= €n = en/h's = "unit vector", [€4 =1 . (5.11.7)

If the tangent base vectors e, are orthogonal, then clearly the metric tensor g'wn = €n ® €, must be
diagonal. In fact, based on (5.11.7), the covariant metric tensor must be
'an = W' O, -
We claim that the contravariant metric tensor g'ny is then also diagonal with diagonal elements
ghn =hh72.
To verify this claim, we confirm that g'g'= 1:
Tn E'nm Cuk = Zn [On,m h'u’1[8n, kh'n %] = Zm 8n,mdm, k= 8a,x = (Dak

Since the inverse matrix is unique as long as det(g")#0, g'nx = éS,,l,kh'm_2 must be it!
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We have then established this simple fact:

orthogonal coordinates = C'on = h’m2 Om,n covariant
2'nn = h’m'28m,n contravariant . (5.11.8)

For an orthogonal coordinate system, at any point x in x-space, the tangents e, to the N coordinate lines
passing through that point are orthogonal. Most examples below will involve such systems, with
Appendix C providing a non-orthogonal example.

In the Standard Notation of Chapter 7, the above association becomes

orthogonal coordinates = 2'mn = h’m2 Om,n covariant
g™ = h’m_zﬁm,n contravariant . (5.11.9)

The reason we put a prime on h'y is because it is associated with x'-space and its metric tensor g' in
Picture A or B of Fig (1.11). The curvilinear coordinates are x'.

When working with Picture C, however, we would call this scale factor h, because it is then
associated with the metric tensor g and x-space. In Picture C, the curvilinear coordinates are x.

Picture A m Picture C m

[CI——
x'-space SR x-space x-space SR xCar:ttéps‘il;;
g g g

giol =1

In other Pictures, the curvilinear "space on the left" might be called &-space, and since this does not carry
a prime, again one would write hy,.

Section 5.5 above showed that g'nn, > 0 when x-space is Cartesian. This is the usual case for the
curvilinear coordinates application, and so in this case the scale factors h'y are always real and positive.

Note 1. Different authors use different symbols for scale factors. For example, Margenau and Murphy
refer to them as the Qn. Morse and Feshbach and most modern works use h,. They never use a prime,
because they always use Picture C or equivalent where x is the curvilinear coordinate.

Note 2: Some authors refer to the scale factors h'y as the Lamé coefficients, while other authors refer to
R;5 as the Lamé coefficients which they call hy;. (Lame, for PDF search with no accent mark)
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5.12 The Jacobian J

The context of Picture A continues,

Picture A m

X'-space SR X-space
g g
(5.12.1)

First of all, note that since RS =1,

det(S) = 1/det(R) . (5.12.2)
Recall from (2.1.6) our definitions of Rk and Sjx :

Rix(x) = (0x'i/0xx) is called the Jacobian matrix for the transformation x' = F(x)

Six(x") = (8x1/0x'x) is then the Jacobian matrix of the inverse transformation x = F }(x) . (5.12.3)

There are two Jacobian matrices here, which are inverses of each other since RS = 1, and for each of these
matrices we could define "a Jacobian" as the determinant of that matrix:

J(F) =det(R) 1/J(F) = 1/det(R) = det(S) = J(F™1)
JF™Y) =det(S) . (5.12.4)

Because our major interest is in curvilinear coordinates x', and because curvilinear coordinates are almost
. . -1 . .
always defined by equations of the inverse form x = F ~(x') such as the following for polar coordinates,

X = rcosf x=F1x) (5.12.5)
y =rsinb,

we shall officially define "the Jacobian" to be J = J(F 1. So,

the Jacobian = J(x') = det(S(x')) = det(0xi/0x'x) = 1/det(R(x(x")) = 1/ det(Ox'i/0xx) . (5.12.6)
Note 1: Objects which relate to the transformation between x-space and x'-space cannot themselves be
tensors because tensor objects must be associated with a specific space, the way V(x) is a vector in x-
space and V'(x') is a vector in x'-space. Thus S; §(x') = 0x1/0x'x , although a matrix, is not a rank-2 tensor.
Similarly, J(x'), while a "scalar" function, is not a rank-0 tensorial scalar. One does not ask how S and J
themselves "transform" in going from x-space to x'-space.

Note 2: An alternative notation used by some authors is this

J(x,x") = det(S(x,x')) = det(0x1/0x'x) (5.12.7)
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as if x and x' were independent variables. In our presentation, x is not an independent variable but is
determined by x = F'l(x'). Just as one might write f'(x") = of/0x', we write J(x') = det(0x3/0x'k). The
connection would be J(x') = J(x=F 'l(x'),x')) = J(x(x"),x").

Note 3: Other sources often use the notation | M | to indicate the determinant of a matrix. We shall use the
notation det(M), and reserve | | to indicate the magnitude of some quantity, such as |J| below.

The determinant of any NxN matrix S may be written (€apc. . is the permutation tensor, see Section 7.7),
det(S) = &abe...x Sal Sb2 SxN . 1= €abe. . .x Sla SZb SNx (5128)

For our particular S with S;, = (ey); from (3.2.5) this becomes

det(S) = €abc. ..x (€1)a(€2)p-...... (en)x (5.12.9)
so J is related to the tangent base vectors by

J = €abe. . .x (el)a(ez)b ....... (en)x . (5.12.10)

It was shown in (5.7.6) that g' = ST g S and g' = R g RT , these being the transformation rules for
covariant and contravariant rank-2-tensors. Therefore

det(g') = det(STgS) = det(ST)det(g)det(S) = det(S)det(S)det(g) = J2 det(g)
det(g") = det(RgRT) = det(R)det(g)det(RT) = det(R)det(R)det(g) = J™2 det(g)
or
det(g") = J? det(g) =N 12 =det(g") / det(g) = [det(S)]?
det(g") = J"2det(g) . (5.12.11)

It is a tradition to define certain scalar (but not tensorial scalar) objects with the same name g and g',

g(x) = det(g(x)) = 1/det(g(x)) // in X-space

g'(x") = det(g'(x") = 1/det(g'(x")) // in X'-space (5.12.12)
so that

12(x") = det(g'(x")) / det(g(x)) =g'(x")/ g(x) . (5.12.13)

Normally the argument dependence is suppressed and one then writes

g = det(g) = 1/det(g)
g' = det(g") = 1/det(g")
12 =det(g')/ det(g) = glg = g=1g. (5.12.14)

As explained in Section D.1, the equation g' = J? g says that g, instead of being a tensorial scalar, is a
scalar density of weight -2. A tensorial scalar s has weight 0: s' =% =s.
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Warning: One must be careful to distinguish the scalars g and g' from the the matrices g and g'. It is
usually clear from the context which meaning is implied.

It is convenient to make the following definition, called the signature of the metric tensor,

s = sign[det(g)] = sign(g) // that is, s = either +1 or -1 . (5.12.15)

Since g g = 1 by (5.3.2), one has det(g)det(g) = 1 or so that sign[det(g)] = sign[det(g)] .
Since det(g") / det(g) = [det(S)]? by (5.12.11), one has sign[det(g)] = sign[det(g")].
Since g' g' = 1 by (5.3.2), one has det(g')det(g") = 1 or sothat sign[det(g")] = sign[det(g")] .

Therefore:

s = sign[det(g)] = sign[det(g)] = sign[det(g")] = sign[det(g")] = sign(g) = sign(g") . (5.12.16)
Since transformation F is assumed invertible in its domain and range, one cannot have det(S)=0 anywhere
except perhaps on a boundary. Since det(g') = [det(S)]?det(g) by (5.12.11), if we assume det(g) is non-
vanishing in the x-space domain of F, then det(g") # 0 everywhere in the range of F. The conclusion with
this assumption is that the signature s is always well-defined.

Obviously, the quantities sg and sg' are both positive, and since J? = g'/g one can write

3] =~[sg' /\[sg = |det(S)| =+[g/g . (5.12.17)
For the curvilinear coordinates application, x-space is Cartesian, det(g) = g = 1, and thus s = 1 and then

3] =g = |det(S)|. // curvilinear (5.12.18)
For the relativity application, x-space is Minkowski space with det(g) =g = -1 sos=-1 and

3 =[-g = |det(S)]|. // relativity (5.12.19)

Here then is a summary of the results of this Section:
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J(x') = det(S(x')) = det(Bx1/0x'%) = I/det(R(x(x')) = 1/ det(dx'1/0xx)

g= det(g) g' = det(g"

g'= ng = g is a scalar density of weight -2 (Section D.1)
s = sign[det(g)] = sign[det(g)] = sign[det(g")] = sign[det(g")] = sign(g) = sign(g')

9] =+[sg' /\[sg = |det(S)|= /eg (5.12.20)

Note: Weinberg p 98 (4.4.1) defines g = -det(gs ). This is the only one of Weinberg's conventions that we
have not adopted, so in this paper it is always true that g = + det(gi3) even though this is -1 in the
application to special relativity.

Carl Gustav Jacob Jacobi (1804 —1851). German, Berlin PhD 1825 then went to Konigsberg, did much in
a short life. Elucidated the whole world of elliptic integrals and functions, such as F(x,k) and sn(x;k),
which occur even in simple problems like the 2D pendulum. Wiki claims he promoted Legendre's 0
symbol for partial derivatives (used throughout this document) and made it a standard. Among many
other contributions, he saw the significance of the object J which now bears his name: "the Jacobian". The
Jacobi Identity is another familiar item, a rule for non-commuting operators [x,[y,z]] + [z,[x,V]] + [,[z.x]]
= 0 which finds use with quantum mechanical operators and matrices, and more generally with Lie group
generators -- examples of which appear in Section 5.14 below.

5.13 Some relations between g, R and S in Pictures B and C (Cartesian x-space).

In Picture B, which is Picture A with g=1,

Picture B X = F(x)
"~ S.R X-space
2 SP?CE Cartesian
g g=1
(5.13.1)

the statement of the rank-2 tensor transformation of g' and g' becomes, as shown in (5.7.9),

gl — RRT

g'=S"S (5.13.2)
which can be written in a variety of ways,

RT=(SR)RT =SRRT)=S¢g = R=g¢gSs = 1=Sg'S”

ST=STR'ST) =(STS)R =g'R = S=RT'g = 1=RTg'R. (5.13.3)

In summary:
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g=RRT RT=Sg R=g¢g
g'=S’Ss ST=%'R S=RTY 1=RTg'R. (5.13.4)

The diagonal elements of g' and g' are given by

2'nn = Zn SThiSin = Zn (Sin2) = Zi (Oxi/0x'n)?
g'nn = Zn RaiR%in = Zn (Rni?) =3 (0x'n/0x1)? . (5.13.5)

If the x'; are orthogonal coordinates, then g'nm = h'n26n,m and g'pm = h'n'ZSn,m as shown in (5.11.8)
where the h', are the scale factors defined in (5.11.7). These scale factors may then be expressed as,

h'n2 =gm= 2 (5Xi/aX'n)2 h'n_2 =gmm= Zi (aX'rA/éxi)2 . (5.13.6)

With notational changes x'y, — &, (curvilinear coordinates for M&F) and h', — hp, these last two
equations appear (for three dimensions) in Morse & Feshbach Vol I p 24 equation (1.3.4):

_ -3'2‘ # E'.',r £ 62)2 . I:(d£ﬂ)2 (dfn)z (afﬂ)EJ_I
hn = (55;) +(afn) +(ag,, =[\az) t\ay) T\

(1.3.4) (5.13.7)
In Picture A (5.13.1) the curvilinear coordinates are called x', and the Cartesian coordinates are Xn. In
Picture C, the curvilinear coordinates are called x, and the Cartesian coordinates are xn(o). To simplify
notation, we use &, in place of x, (%) for the Cartesian coordinates (these are totally different &, from the
&n shown above in the M&F quote).

Picture C m

x-space SR x ‘9 -space
g Cartesian
o 0y — 1

En =Xp (¥ (5.13.8)

In this Picture C, equations (5.13.2,4,5,6) appear as follows (no primes on g's) :

g=RR"
g=S"s
g=RRT RT=Sg R=gSsT 1=8gST
g=8'S Ss'=gR S=R"g 1=RTgR

Zon=2n SThiSin=Zn (Sin2) = ;i (0E1/0xn)?
€nn = 2n RniRTin =2n (Rniz) =23 (axn/aé‘;i)2

hn2 =gm= Zi (5&1/8Xn)2 hn—2 =8an= Xi (axn/aéi)z (5.13.9)
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In Picture B of (5.13.1), we have primes on things like g' and hy,' because these primes match the names
of the curvilinear coordinates which are X', and which live in x'-space. In Picture C, since the curvilinear
coordinates are now Xp, objects like g and h, have no primes to match the fact that x, have no primes and
live in x-space. And in Picture C, one has S;p = 08i/0xn, Where Xy, is the curvilinear coordinate and &; the
Cartesian coordinate. It is admittedly a bit confusing, but it is just notation.

Example 1: Polar coordinates: metric tensor and Jacobian

Picture C (5.13.8) continues (so now 6 = x3 and r = X») and the metric tensor for polar coordinates will be
computed in two ways. It was shown in (3.4.1) and (3.4.2) that

_ (—rsin@ cosf

cosH sine) =[es, ez] e1 = r(-sind, cos0) e2 = (cosO, sinf) .  (5.13.10)

One way to compute g is this, using (5.13.9): ( 1=0, 2=r)

5 - gTg = (—rsinG rcosG) (—rsine cose) B (rz 0) -, -
S ~ U cosO sin® /\rcos® sinf/ ~\ 0 1 - 8ee =T 8rr =
he =T hr =1

Another method uses (5.11.3) ( but in Picture C, so no prime on g ),
2
— (€1%€1 €1%€2 ) (1 0) .,
g(ezoel 62.62) _(0 1 //det(g)*r .

Notice that this metric tensor is in fact symmetric, and that one of its elements is a function of the
coordinates. The length2 of a small vector dx can be written using (5.2.5) (but in Picture C),

(5.13.11)

(ds)? = Zum dxx dXm = Zoo 40 dO + gy drdr =1? (d)? + (dr)?. (5.13.12)
The Jacobian is given by (5.12.6) ( but in Picture C so J(x') — J(x)),

-rsinf rcos0
J(1,0) =det(S(1,0)) = det( cos®  sind ) =rso |J]=r and g=J*=1% \/é =r. (5.13.13)

Note that J2 = g'/g — g/1 = g converting (5.12.14) to Picture C.
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Example 2: Spherical coordinates: metric tensor and Jacobian
As with Example 1, Picture C is used, this time with (X1, X2, X3) = (1,0,0) .

In (3.4.4) it was found that

S=| sinfsing rcosBsing rsinBcose

cosf -rsinf 0

sinfcosp rcosOcose -rsinOsing
. (3.4.4)

Comment: The matrix S looks the same in all Pictures. What differs in different Pictures are the names of
the coordinates that go with the rows and columns of the matrix. Looking at Picture A of Fig (2.1.1) and
equations (2.1.6), one sees that the matrix elements of S in Picture A are S;x = (0xi/0x'k) where x; are the
Cartesian coordinates X,y,z and x'; are the curvilinear coordinates r,0,¢. But in Picture C of Fig (5.13.8),
one has instead Six = 0&i/Oxx where &; are the Cartesian coordinates x,y,z and x; are the curvilinear
coordinates r,0,¢.

The metric tensor from (5.13.9) is then given by a Maple matrix calculation as

10 0
2=57s =[ 0 0 ] det(g) = rsin%0 (5.13.14)
0 0 r2sin%0
so that
gllzgrr =1 h1:hr = grr:1
22— Zoo =17 hz =he =A/gee =T
233= Zpp = I°sin0 hs=hy =[Zee =T1sind . (5.13.15)

The Jacobian using (5.12.6) is found by Maple to be,
J(r,0,¢) = det(S)=rsind . (5.13.16)

An alternate calculation uses (5.12.14) converted to Picture C where J = g'/g — g/1 = g. Then,

I=1lg =+[det(g) =~[r%sin%0 =rZsind. (5.13.17)
Differential distance using (5.2.5) (but in Picture C) and (5.13.15) is:
(ds)? = Zxm dxx dxp = (dr)? + r2(d6)? + r’sin®(dg)? (5.13.18)

and if dp = 0, this agrees with the polar coordinates result (5.13.12).
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5.14 Special Relativity and its Metric Tensor: vectors and spinors

In this Section the Standard Notation introduced below in Chapter 7 is used. In that notation Rjj is
written Rij , contravariant vectors V; are written Vi, and covariant vectors \_/j are written V3. Itis a
tradition in special and general relativity to use Greek letters for 4-vector indices and Latin letters for
spatial 3-vector indices.

The (Quasi-Cartesian) metric tensor of special relativity is frequently taken as G = diag(1,-1,-1,-1)
and the ordering of 4-vectors as x* = (t,x,y,z) where c=1 (speed of light) and p= 0,1,2,3 ( Bjorken and
Drell p 281). General relativity people often use G = diag(-1,1,1,1) = n instead (Weinberg p 26). Still
other authors use G = 1 and x* = (it,x,y,z) where i is the imaginary i, but this approach does not easily fit
into our tensor framework which is based on real numbers.

A Lorentz transformation is a /inear transformation F¥, (equation below has an implied sum on v)

x®=F¥, x¥ =RV, x" = x" is a contravariant vector // x' = F(x) (5.14.1)

and a theory requirement is that invariant length be preserved, x'.x' = x.x = scalar. Special relativity also
requires that the metric tensor G be the same in all frames, since no frame is special, so G' = G. But this
says, in our old notation, that R G R* = G (which is (5.7.6) with g' = g = G). This condition restricts the

(proper) Lorentz transformations to be rotations, boosts (velocity transformations), or any combination of
the two. In particular,

RGRT=G = det(R GRT)=det(G)
= det(R) det(G) det(RT) = det(G) = [det(R)]? (-1) = (-1)
= det(R) =+ . (5.14.2)

"Proper" Lorentz transformations have det(R) = det(F) = +1, and here are two examples. First, a boost
transformation in the x direction,

cosh(b) sinh(b) 0 0 0 i 00
pr, — | SIOhO) - cosh(d) 00 bk where ko = |1 0 00 (5.14.3)
0 0 1 0 0 00O
0 0 0 1 0 00O
and second, a rotation transformation about the x axis,
1 0 0 0 0 00 O
FP, = 01 0 ,0 = exp(-irJy) where (J1)¥y = 00 (5.14.4)
0 0 cos(r) —sin(r) 0 0 0 —i
0 0 sin(r) cos(r) 0 0 i O

The matrices K5 and J; are called generators and are a part of a set of six 4x4 matrices J; and K; for i =
1,2,3. These 6 generator matrices satisfy a set of commutation relations known as a Lie Algebra,
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[Ji, 3] =+ eisdx // [A,B]= AB-BA
[Ji, Ky] =+ieiqx Kx
[Ki, K3] = -1&i3xlx - (5.14.5)

In these commutators, the generators J; and K; can be regarded as abstract non-commuting operators,
while the specific 4x4 matrices shown above for J; and K are just a "representation" of these abstract
operators as 4x4 matrices. The six 4x4 generator matrices J; and K; are (g= G =diag(1,-1,-1,-1))

(TP =1 (g"98Y — 2"%0%)  (J1)% = (1%%)%p =i (g?*8% — g°*8%p) and cyclic 123
(K1)% = (I°1)% =i (%% — g'*8%) and cyclic 123 (5.14.6)

where (-1)(J*")*F = ( g"*g"P — g¥*g"P) is a rank-4 tensor, antisymmetric under pe>v and o < .

An arbitrary Lorentz transformation can be represented as F¥y(r,b) = [ exp {—i ( reJ + beK)} ]*, where
the 6 numbers r and b are called parameters (rotation and boost) and this F is a combined boost/rotation
transformation (note that e**® # ¢®e® for non-commuting matrices A,B). The product of two such Lorentz
transformations is also a Lorentz transformation, and in fact the transformations form a continuous group
known as the Lorentz Group, which then has 6 parameters.

The first two commutators shown above (all J and all K) are each associated with a 3 parameter
continuous group called the rotation group. The abstract generators of this group can be "represented" as
matrices of any dimension, and are labeled by a number j such that 2j+1 is the matrix dimension. For
example, the 2x2 matrix representation of the rotation group is labeled by j = 1/2, and is called the spinor
representation and is associated in physics with the "intrinsic spin" of particles of spin 1/2 such as
electrons. The vectors (spinors) in this case have two elements, and (1,0) and (0,1) are "up" and "down".

Representations of the Lorentz group have labels {ji1, j2}, where j1 is for the J-generated rotation
subgroup, and j, for the K-generated rotation subgroup, and are usually denoted j1®j,. Such a
representation then has vectors containing (2j1+1)(2j2+1) elements. In the case 1/2®1/2 there are 2*2=4
elements in a vector, and when these elements are linearly combined in a certain manner, they form the 4-
vector object which one writes as AF such as x". This is the "vector representation" of the Lorentz group
upon which is built the entire edifice of special relativity tensor algebra.

Two other basic representations of the Lorentz group are these: 1/2 ® 0 and 1/2 ® 0. These are 2x2
matrix representations and they are different 2x2 representations. For each representation one can
construct a whole tensor analysis world based on 2-vectors. Just as with the 4-vectors, one has
contravariant and covariant 2-vectors. The two representations 1/2 ® 0 and 1/2 ® 0 are called spinor
representations since they are each 2-dimensional. Since there are two distinct spinor representations, one
needs some way of distinguishing them from each other. One representation might be called "undotted"
and the other "dotted" and then there are four 2-vector types to worry about, which transform this way,

Ve = abe Ve = RaBVB contravariant 2-vectors

V'a = Rabe V'a = RgBVB covariant 2-vectors (5.14.7)

where now dots on the indices indicate which Lorentz group representation that index belongs to. The 2x2

matrices R®, and R®g are not the same. A typical rank-2 tensor would transform this way,
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Xlaﬁ :Raa'RBB' )(a'Bv . (5148)

This then is the subject of what is sometimes called Spinor Algebra as opposed to Tensor Algebra, but it
is really just regular tensor algebra with respect to the two spinor representations of the Lorentz group.
We have inserted this blatant digression just to show that the general subject of tensor analysis
includes all this spinor stuff under its general umbrella.
In closing, Maple shows that the metric tensor G is indeed preserved under boosts and rotations. In
Maple,

evalm(Bx &* G &* transpose(Bx)) means By G By"

and Maple is just verifying that By G B," = G and similarly Ry G R," =G :

G := matrix(4,4,[1,0,0,0,0,-1,0,0,0,0,-1,0,0,0,0,-11);
1 0 0 0
o -1 0 0
=
0 o -1 0
0 0 oo-1
Bx := matrix(4,4, [cosh(b),sinh(k),0,0, sinh(b),cosh({(bk),0,0, 0,0,1,0, 0,0,0,17),
coshid) smhik)y 0 0
smhis)  cosh{d) 0 0
Bx =
] 0 1 0
] 0 o1
evalm(Bx &* G &* transpose(Bx)),
cosh(b)z—sjnh(bjz 1] o o
. 2 2
0 sinh( 817 — cosh(8)° 0 O
0 0 -1 0
L 0 0 0 -1
simplify(%)
1 ] 0 0
oo-1 0 0
0 no-1 0
] 0 o1
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Rx := matrix(4,4,[1,0,0,0, 0,1,0,0, 0,0,cos(r),-sin(r), 0,0,sin(r) ,cos(r)l);
10 ] ]
o1 ] ]
Rx =

0 0 cos(ry —sinr)

0 0 snlr)  cos(r)
evalm(Bx &* G &* transpose(Bx))
1 0 ] ]
oo-1 0 0
oo —cos(r)2 - ﬁn(r)z ]
0 0 0 —cos(r)® — sin(r)%]
simplify (%) ;
1 0 0 0
o -1 0 0
o0 -1 0
oo o0 -1

(5.14.9)
5.15 General Relativity and its Metric Tensor

In general relativity a Picture of interest is Picture C

Picture C m

x-space SR x ‘9 -space
g Cartesian
gl — 1

x5e g5y (G150

but the x (9 -space is replaced by a Quasi-Cartesian [see (1.10)] space with coordinates &* with the metric
tensor of special relativity which is now called 1.

This &-space represents a "freely-falling”" coordinate system in which the laws of special relativity
apply and the metric tensor is taken to be G = G= diag(-1,1,1,1) =n.

The x* are the coordinates of some other coordinate system. There is some transformation x = F(&)
which defines the relationship between these two systems. The covariant metric tensor in x-space is
written g = STGS = S™S. This is (5.7.6) for Picture C with g(o) = G =1, "quasi-Cartesian". Using the
Standard Notation introduced in Chapter 7 below, this is usually written as

g =S™S // translation of (5.7.6) to our quasi-Cartesian Picture C
gdn = ST NdnS // developmental notation, gg4n has "down" indices
Zav = (SH)Pa Nap SPy = S% Nap SPy // Standard Notation as in Chapter 7
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Zay = (PEY/0xP) Nop (BEP/OXY) /] e.g., S%, = (GE%/6xP)
Zuv(X) = (OEX/0xP) (FEP/OX”) Nap // Weinberg p 71 (3.2.7) . (5.15.2)

The last line then defines the gravitational metric tensor in x-space based on the transformation
&=F1(x) =&x). (This and the following references are from the book of Weinberg, see References.)
Newton's Second Law ma = f appears this way in general relativity,

m (8%x%/0t%) = * - m ¥, (0x¥/01) (6x /on) //p 123 (5.1.11 following) (5.15.3)

where f¥ is an externally applied force, but there is then an extra bilinear velocity-dependent term which
represents an effective gravitational force (it acts on mass m) arising from spacetime itself. The object
'™, is called the affine connection and is related to the metric tensor in this way.

ru\)}‘ = (1/2) gIJO( a\)g}‘c + ahgvo - aogvh) . // p 75 (3.3.7) (5.15.4)

These very brief comments are only meant to convince the reader that the equations of general relativity
also have their place under the general umbrella of tensor analysis as discussed in this document. The fact
that 'Y, is not a mixed rank-3 tensor is demonstrated for example in (F.6.3).

5.16 Continuum Mechanics and its Metric Tensors

One can describe (Lai) the forward "flow" of a continuous blob of matter by x = x(X,t) where X =
x(X,tp). A "particle" of matter (imagine a tiny cube) that starts at location X at time to ends up at x at time
t. Two points in the flow separated by dX at to end up separated by some dx at t. The relation between
these separation vectors is given by dx = F dX where F is called the deformation gradient. F describes
how a particle starting say with a cubic shape at to gets deformed into some parallelepiped (3-piped)
shape at t as shown in Fig (5.16.7) below. If we examine dx = F dX we find that | dx | # | dX | since the
vector dX typically gets rotated and stretched as dX — dx during the flow. [ This flow is further described
in Appendix K. ]

The finite-duration flow x = x(X,t) from time to to time t can be thought of as a (generally non-linear)
transformation of the form x = #(X,t), where we can regard t as an added parameter. Recall from Chapter
2 that a general transformation was annotated as x' = F(x) or x = F"}(x") and the linearized transformation
was dx' = R dx or dx = S dx/, as in (2.1.6). To be compatible with Lai notation which uses symbol F for
the deformation gradient, and to make things clearer, we shall replace our Chapter 2 transformation name
F by the name %, and we shall identify x'-space with X-space. We then have this modified version of
Picture A,
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Picture A
x'-space x = F(x') = FX) x-space
X-space g
g'

(5.16.1)
In this flow we assume Cartesian coordinates in both x-space and X-space, so the metric tensors which
determine physical distance in these spaces are both 1. Before continuing, it is helpful to have an example

of a fluid flow situation.

Example: A 2D Fluid Flow based on the Polar Coordinates Transformation

We first quote Fig (3.4.3) with a few enhancements ( § = F ).

rdd  Curvilinear View

/‘\dr r y
\__e':*_e_'g ________ x' = F(x) e
! | A | 2k / tan~1(y/x) o }0{9
g =1 ] r=~[x2+y2 ‘ ray/x &
] N \I[ circle
g =| X
) dﬂ 0 1/ o T T T T T 1 0 » |
‘ 21t x = rcos(6) coordingte lines g=| :3 ‘-i |
v =rsm(f) N r
Cartesian View ' \x F(x'
x'-space ¥-space
(3.4.3) (5.16.2)

The tiny white square on the left maps into a tiny white 2-piped shown on the right under this
transformation. The edges of this 2-piped in x-space (on the right) are dr and rd6, there is no confusion
about that, and the area is dA = rdrd6. The question at hand is how one should interpret the edges of the
tiny white square on the /eft, and what is the x'-space metric tensor g' on the left? It is shown in Section
C.5 that there are two distinct interpretations and each has its own use. We call the two interpretations the
Cartesian View and the Curvilinear View.

2
01
edge of the white square on the left has length ds' = rdf and this matches the corresponding edge of the 2-
piped on the right, which is ds = rd6. This is the view in which hypothesis (5.2.6) is valid (that ds' = ds),
so all our tensor machinery is applicable, such as the fact (5.7.9) that g' = STS. One might call this the

The view we are familiar with is the Curvilinear View where g' = ( ) . In this view, the top

covariant view, since distance ds is a scalar under the transformation. Here is a bit more detail.
For the upper edge of the white square on the left, we can set dx' = d0 e's= (d6 r) €'e. This maps into

the northeast edge of the 2-piped on the right which is then dx = (rd) €. One then verifies that
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(ds)? = dx' e dx' =g'oe d0 d0 =1* d0 dO = (rd6)? // Curvilinear View
(ds)2=dx e dx = (rdf) € e (rd0) € = (rdf)? (5.16.3)

. — 10 . :

In the Cartesian View, we instead use g' = ( 01 ) on the left. In this case, the edges of the white
square are dr and d0, just as if these were regular Cartesian coordinates. As explained in Appendix C, one
advantage of the Cartesian View is that, for a general coordinate system, it is the only view that can be
drawn on a piece of paper (2D) allowing the reader to have some comprehension of what is going on (and
this is even more true in 3D). A disadvantage of the Cartesian View is that ds # ds' so it is "non-
covariant". In the Cartesian View we find, for our same top edge vector,

(ds")? = dx' e dx' =1 d6 do = (d6)? // Cartesian View

(ds)2 =dx e dx = (rdf) € e (rd0) & = (rdf)? (5.16.4)
and so ds # ds' which says | dx | # |dx|.

To arrive at our Example model for a fluid flow, we redraw Fig (5.16.2) renaming x' = (8,r) to be X =
(X,Y), and make corresponding changes elsewhere in the figure:

YdX Curvilinear View

v inverse fluid flow

el ey X F(x
o = ‘ Y20 \‘| AT > = tan~1(y/x)
k L0 1) Y = fatry?

100 7 circle
¢ =g r
= X 7 —D( T T T T T T X , T T
dy \ x=Yeos(X) coordinLte lines ) o
material blob att=0 \ =Ys m{\)/ . fluid end»s up in this volume
Cartesian View att =1, in general rotated

x = F(X)

forward fluid flow X-space
t=0 t=1

X-space and stretched

(5.16.5)

The tiny white square on the left is a blob of (2D) fluid at time t = 0 and after flowing a while it ends up
in the location of the white 2-piped on the right at time t = 1. This is just a simple 2D flow example
making use of a transformation we are already familiar with (see Comment below). For a general 3D
forward flow transformation x = #(X,t) one finds that the differential white cubic blob at t = 0 ends up in
a 3-piped at t = t which is both rotated and stretched relative to the starting cube. Due to this stretch, one
finds in general that |dx| # |dX]| where these are vector lengths relative to the Cartesian View metric
tensor, which is in fact the metric tensor that determines physical distance in both X-space and x-space.

— 10 . . . .
Thus, the g' = (0 1) metric tensor for X space has this well-defined meaning -- it relates to actual
2
0

_ T
0 1) = S*S whose

physical distance in X-space. However, it is the curvilinear view metric tensor g' = (
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matrix elements determine such things as how much edges stretch in the flow and how much areas and
volumes change during the flow, which we shall examine below.

Comment: The Example presented above really makes no flow sense since there is no time parameter in
the flow transformation! The purpose of the Example is merely to illustrate the idea of two metric tensors
in X-space, and to do so with a transformation that is familiar from our "curvilinear coordinates" study,
and to tie in the notions of the two Views from Appendix C. The Example could be made more
reasonable using a contrived transformation like this,

general t t=0 t=
x = F(X,b): x=(1-)X +tY cos(X) x=X x = Ycos(X)
y=(1-t)Y +t Y sin(X) y=Y y = Ysin(X) . (5.16.6)

In this case, at t = 0 we have the correct x = $(X,t=0) = X and at the end of the flow (t = 1) we have the
transformation equations shown in Fig (5.16.5).

Having worked through this contrived example, we can now draw a figure showing the general mapping
of a differential blob during a flow from time t = 0 to time t = t. This figure is taken from Chapter 8 where
the X-space left side is called x'-space as in (15.6.1) and the initial "blob" is shown drawn in the Cartesian
View: (this picture happens to use the Chapter 7 Standard Notation for coordinates, contravariant = upper
index)

Flow X-space (= x'-space) t=0 Flow x-space t=t

da= = dx'*dx" mapping x = F(x")
/ forward flow \

PONPE d¥ = dx'tdx'2 dx'3

£ Xp = U9

len = dx'2 'y dx'2

X' @ >
s
&7,

'y dx't

€q dx"?
orthogonal differential N-piped
in x'-space (Cartesian view) non-orthogonal differential N-piped in x-space

(8.2.2) (5.16.7)
We might be interested in knowing how much the dx's edge is stretched going from time t=0 to time t=t,

and by how much the volume changes, and so on. All these geometric questions are posed and answered
in Chapter 8, and we shall use some of those results below.
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Here then is a translation table comparing the continuum mechanics notation of Lai to the tensor notation
used earlier in our document (and in the above Example).

continuum mechanics our document ( Forward Flow X — x)

X, x - x', X

x=x(X,t) = FX,t) & x=F(x" 1) = F1(xt) // Lai p 70 (3.1.4)

dx=F dX T dx =S dx' //asin (2.1.6) // Laip 86 (3.7.6) or p 105 (3.18.3)
F > S

F* - R //R=87*

x = Cartesian “ g=1

X = Cartesian — g'=1  //Cartesian View

C=F"F TN g'=S"S // Curvilinear View, as in (5.7.9)  // Laip 114 (3.23.2)
Cr=rF'FH o g'=RRT //since g =g andS"'=R ,as in (5.7.9)

(5.16.8)

Thus, the deformation gradient F is just the S matrix associated with transformation F = ™. The
Curvilinear View metric tensor g' = STS appears in Lai as C = F'F which is known as the right Cauchy-
Green deformation tensor (manifestly symmetric, so a viable metric tensor). [The left Cauchy-Green
deformation tensor is B = FFT ].

Given the above flow situation, it is then possible to add two more transformations F; and F, which take
X-space and x-space to independent sets of curvilinear coordinates X' and x': ( a new x' here)

to fluid flow t
X-space x=%X)—P x-space
I I
X'=F.(X) x' = Fa(x)
X'-space x'-space
(curvilinear coordinates X') (curvilinear coordinates x')

N~ @(X')/

and we then have an interesting triple application of the notions of Chapter 2 to a real-world situation.
This drawing is the implicit subject of Section 3.29 (p131-138) of Lai. The flow transformation of interest
here is

(5.16.9)

X' = F(x) = F2($(X)) = F2(F(F11(X)) = G(X)). (5.16.10)
In (reverse) dyadic notation the deformation gradient is written F = (Vx) where V means V *)so that

dx =F dX = (Vx) dX Fis= (VX)ij =05%x; =xs/0X; . (5.16.11)
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The (Vx) notation is explained in (E.4.4), and in Appendix G the object (Vv) for an arbitrary vector field
v(x) is expressed in general curvilinear coordinates.

Consider again Fig (5.16.7) displayed above:

Flow X-space (= x'-space) t=0 Flow x-space t=t
daTB = dxlldxlz mapplng X = E;(xl)
/ forward flow \
PONPE d¥ = dx'tdx'2 dx'3

a

I

o

><--

len = dx'? 'y dx'?

X' @ —>
s
%

fe\'l dx't

€q dx"?
orthogonal differential N-piped
in x'-space (Cartesian view) non-orthogonal differential N-piped in x-space

(8.2.2) (5.16.7)
We can identify the mapping shown in this picture with our Flow situation of table (5.16.8). Chapter 8

discusses in much detail how length, volume and area transform under a general transformation. The
length, area and volume magnitudes on the left are called d£™ = dx'™, d@™ and d¥', while the

corresponding quantities on the right are called dx ‘™, dA™ and dV, where the first two items are

vectors. Cribbing the results of (8.4.g.2) and converting them from standard notation to developmental
notation, we have

1 dx® |/ de™=h"y = [gha]*? = the scale factor for edge dx ‘™

[dA™) d@™ = (1/h'a) )| = (1/h'n) g% = [glnn g1*% = [cOf(g'nn)]*2

dV]/dV = ]| = g/? // where g' = det(g'i5) =J%, g =STS (8.4.2.2) (5.16.12)
We can then translate these three lines into our Flow context:
1dx® /1 dX®| =h'y = [2an]"2 = [(F*F)an]*’? = [Can]*’? //Laip 114 (3.23.6-8)
dA”| / |do”| = [gang']*? = [cof(E'nn)]*? = [cof(F*F)an)]*’2 = [cof Can)]*/? //Laip 129 (3.27.11)*
dV] / |dVo| = [J] = g/ %= [det(g's3)]*/? = [det(FTF)]*/2 =|det(F)| // Laip 130 (3.28.3) (5.16.13)

where
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edge area  volume
X-space : dX®  day® dVo time to
X-Space : dx™  dA® dv time t (5.16.14)

Thus, for example, the volume change of a "flowing" particle of continuous matter is given by the
Jacobian |J| = |detF| associated with the deformation gradient tensor F. We put quotes on "flowing" only
because this might be a particle of solid steel that is momentarily moving and deforming a very small
amount during an oscillation or in response to an applied stress.

In the middle line of (5.16.13) we state that | dA®| / | do® = [cof(F*F)an)]*/? and quote Lai p 129
(3.27.11) for verification. However, what Lai (3.27.11) actually says (slightly translated to our notation) is
this:

dA™da™, = det(F) | (FHT uy, | un, = unit base vector, (up); = s, 3 (5.16.15)

’

which seems a far cry from our result [cof(FTF)nn)]l/ 2 But consider, using F "1 =R from table (5.16.8),

|F™) up P=|R%uy [ = [RTupn]i[RTupnli = Rni Rni = (RR")pn = g'nn (5.16.16)
SO
det(F) | (F ) up | = g2 ghan’’? = [cof(@an)]*'? = [cof(F*F)an)]*/2 . (5.16.17)

Here det(F) = det(S) = g'l/ 2 from (5.12.19) and we have used Theorem 1 (8.4.f.1) converted to
developmental notation,

g g'nn = [cof(g'nn)] . // more generally, (detA) Al= cof(A) if A=AT (5.16.18)
It might be noted that the Lai book does in fact use our "developmental notation" in that all indices are

written "down" (when indices are shown), but no overbars mark covariant objects. Here are a few
examples:

Lai notation Developmental notation Standard Notation

dAo =dXPx dX? (3.27.1) dAg=dX M x dx @ (dAg)i= g1 3x [dAX PP [dX P 1*
[divT]; = 85T 5 (4.7.3) [divT]; = 05Ts3 [divT]* = 65T
(5.16.19)

Of course when Cartesian coordinates are assumed, the up and down position makes no difference.

Lai writes tensors in bold face such as F for the deformation gradient noted above, or T for the stress
tensor. Perhaps this is done to emphasize the notion of a tensor as an operator, as in our Section E.7. Lai
writes a specific matrix as [T], but a matrix element is T; . Notation is an ongoing burden and each area
of physics seems to have its own accepted conventions.
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6. Reciprocal Base Vectors E,, and Inverse Reciprocal Base Vectors U',
6.1 Definition of the E,
This entire Chapter uses the Picture A context,

Picture A m

x'-space SR X-space

9 9

(6.1.1)

Although various definitions are possible, we shall define the reciprocal tangent vectors E, in the
following manner [ implied sum on i, and e, = J'nX from (3.2.6)]

En=ghie; =ghi 0ix = en= gnik; . // since g' = g™t (6.1.2)

Comment: Notice how this differs in structure from the rule for forming a covariant vector from a
contravariant one,

Vo= ghniVi . (6.1.3)

In the last equation, the right side is a linear combination of vector components Vi, while in the previous
equation (6.1.2) the right side is a linear combination of vectors e;. In this case, i is a label on e; ,
whereas in the other case 1 is an index on V;. Labels and indices are different.

Since the tangent base vectors e; are contravariant vectors in x-space by (3.3.2), and since E,, is a linear
combination of the e;, the Ep, are also contravariant vectors in x-space. Notice that in the definition
En =ghi e;, these two x-space vectors are related by the metric tensor of the other space, x'-space.

One can express the components of Ej in two ways,

(En)x = g'ni (€1)k = Skigni // (e1)x = Ski by (3.2.5)
=g'h3i5ki = Raigix // Rnigik = €'ni(ST)ix = gniSks by (5.7.8) Rg =¢'S” (6.1.4)

Taking i—c and then k—1 (and g is symmetric),

(En)i = gneSic = gicRne- // sum on second indices (6.1.5)
Applying R to both sides of En = g'n; €; in (6.1.2) gives E, transformed into x'-space,

E'n =gk €'k

S0
(E'n)i = g'nk (€'x)i = g'nkOk,i = gni - (6.1.6)
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Using the axis-aligned basis vectors uy in X-space, (Un)m = On,m, We also have this dot product,

Enpeup, = Rpn . (6.1.7)
Proof: Epn ® un= gab(En)a(Um)s = Zab (2acRnc)(Om,b) = (Zmagac) Rnc = 0m,c Rne = Ram -
6.2 The e, and E, Dot Products and Reciprocity (Duality)
Three covariant dot products are of great interest. The first is this (see (5.7.6) for last step)

en®en= gij(€n)i (€n); = €15 Sin Sin =STni 2i5S5m = (ST € Sam = L'om - (6.2.1)
The second is

Eneen =gij5(En)i (ém)5 = gij Zic Rnc Sim=093,c Rac S5m=Rnj Sjm =(RS)am=0n,m  (6.2.2)
and the third is

EneEn= gij(En)i (En)j = 8ij 8ic Rnc g5b Rmb =83, c Rac 856 Rmb =Rnj g4b Rup

=Rnj g5 Rom = (R gRT)pm=g'nm . //last step is (5.7.6) (6.2.3)

To summarize the last three results and (6.1.2),

€n®en=¢g'nm = len| = \/@'nn = h'y (scale factor) En=ghie;
En'emZSn,m (S g'ni E;
En¢En=goam =  |Eal =\[gan . (6.2.4)

When the relation between two sets of vectors e, and Ep, is as shown in (6.2.4), the vectors are said to be
reciprocal or dual to each other. Since the ey already have the name "tangent base vectors", we refer to
the E, as the "reciprocal base vectors". The notion of reciprocal or dual vector sets is studied in more
detail in the notes just below.

Notice that the two relations on the right in (6.2.4) are implied by the three dot product relations on
the left. For example, since the e, are a complete set, we can expand E, with temporarily unknown
coefficients apnx to get En = ankex. Dotting both sides with Ep, then reveals the coefficients:

g'nm =E,eEy = (ankek) e Ey = 0nk (ek L Em) = Onk 8k,m = Onm

and therefore we find Ep = apxex = g'nkex = g'ni€i as shown top right in (6.2.4).
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Whereas e, and Ej exist in x-space, €', = Re, and E', = RE,, exist in x'-space -- these are just the
transformed contravariant vectors using the rule (2.3.2), v' = R(x)v. Recall from (3.2.1) that the e', are
axis-aligned unit vectors in x'-space, (e'n)i = 0On,i.-

Using the fact (6.1.6) that (E'y)i = g'nk (€'k): We find that,

Erheen = g'ij (En)i(en); =g'ij €hidm,5 = 8'im Lhi =0n,m - (6.2.5)
This is consistent with (6.2.4) and (5.10.2) that A' e B' = A ¢ B,

Eheen=Ene®en =0n,m . (6.2.6)
The other two dot products above work this same way. We can then rewrite (6.2.4) for the primed vectors,

ehee'n=gnm = le'n] =1/g'nn = h'n (scale factor) E'n=ghie's
E'nee'n= 8n,m e'nh= g'ni E';
EneEu=gom =  [EW =/gon . (6.2.7)

As an exercise, we can verify the top left equation in this manner, knowing (e'n)i = 0n, i,

e'n L4 e'm = g'ij (e'n)i (e'm)j = g'ij 8n,i 6m,j = g'nm

The vectors e, and E,, are examples of the general notion of dual vector sets which we now describe.

Notes on Reciprocity (Duality)

1. Suppose some set of vectors b, forms a complete basis for x-space. Can one find a set of vectors B,
that have the property

Bneb, =0nn ? // duality relation; B; and b, are reciprocal (6.2.8)

’

As shown below, the answer is normally "yes", and the vectors B, are uniquely determined by the by,.
One says that the set {Bn} is "dual to" the set {b,} and vice versa. If we regard by, as a basis, then By, is
the "dual basis", and By, ® b, =0m,n is the "duality relation". Another terminology is that the vectors By
are "reciprocal to" the vectors by, and vice versa.

2. It was shown in (6.2.2) that E, @ ey = 85, m so the E,, and the e, vectors are dual to each other. The e,
are the tangent base vectors, and the E, are "reciprocal to" the e, which is why we call them the
reciprocal base vectors.

3. One can solve for the By, in terms of the b,. Each B, has N components, so there are N? unknowns.

The duality relation By, ® by, =y, 5 is a set of N? equations. This is basically a Cramer's Rule problem in
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N? variables. Since the b, form a complete basis, one can expand By, on the b, with some coefficients we
will call W'nn ( at this point W'y is unknown),

Bn = W'nnbn . (6.2.9)
Then from (6.2.8),

Om,x = Bn®bx =Whn bpebx . /I byebx = gi3(bn)i(bx)y - (6.2.10)
Define matrix W' by,

W'nk = bn e bk (6.2.11)
and note that W'yy is symmetric. Then (6.2.10) says

Om,k = WmnWhnx O wW'=1 or w=WT1, (6.2.12)

Assuming for the moment that detW' # 0, the solution is given by w' = W' . The (5.6.4) "Digression"
showed that (A'l)T = (AT)'1 for invertible A, so w'T = (W"l)T = (W'T)'1 =W'™! = w' and therefore w' is
symmetric as well. Since W' is known from (6.2.11), w' = W'"* and the By, = W'nabn of (6.2.9) have been
found. Finally,

Bm o Bn = W'mibi o W'njbj = W’miW'nj bi o bj = W'miW'an'jj_ = W'mj_Sni = W'nm . (6213)

4. In the case that b, = e, and B, = Ep, one finds that W'nx = e, ® ex = g'nk , the covariant metric tensor.
Then w' = W™ must be the contravariant metric tensor Wnn = 2'mn = En ® En. Then By = w'ynbn says
En = g'un €n which agrees with our original definition (6.1.2) of the En. Moreover, det(W') = det( g'ap) =
g' of (5.12.14), so as long as g' #0, one has detW' # 0.

5. For the general b, case, one can imagine that the b, are the tangent base vectors for some
transformation x" = Fy(x) (with some linearized Ry, # R where R goes with F), then the issue of detW' # 0
boils down to g' # 0 for that transformation. In the case that x-space is Cartesian, we know that 2=
det(g")/ det(g) = g'/g =g'. If this transformation Fy, is invertible, then J # 0 everywhere, so g' # 0 and
then detW # 0.

6. If the by, are true tensorial vectors, then the By, = W'mnbn will be as well (linear combination) and then
B, ® by, is a tensorial scalar. Therefore if B, ® by = 0n,m in x-space, then so also B'y @ b'y = 0n,n in X'-
space, where by’ = Rby, and B', = RBy,. For example, E'y, ® €'y = 0, ,n in x'-space where e’ = Rep and
E's =RE,.

7. In Section 6.5 we shall encounter another dual pair Uy, ® up = U'y ® u'y = 8n,m which is associated with
the inverse transformation x = F _l(x').
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8. One major significance of the equation By, ® by = 6y, 1s that it allows the following expansions:

V =2, kn Bn where ky =V e by
V =2, cabn where cp, =V e By (6.2.14)

so that for example by, ® V =bg ® [, ky By] =2, kn by © By =2, Kk Om,n = kn. These expansions are
explored in Section 6.6 below for the two dual sets Ey,, e, and Uy, up,.

9. Saying that the basis by is complete implies that any vector V can be expanded in this basis. Consider
the second expansion shown in (6.2.14). Installing ¢, =V e B, into the expansion one finds,

V = %, (VeBy,) b,
SO
Vb =Zn [ZaVa(Bn)a] (ba)b // from (5.10.3)

=ZaVa { Za(Ba)a (ba)s } -
The last equation can only be valid if
pIN( En)a (bn)o =90a,p // completeness relation for the dual set {bn, B, } (6.2.15)
and this is the formal statement that the basis by, is complete.
We can verify this completeness claim for {e,, E,} as follows
%n (En)a(en)s = Zn (2 En)a(en)s = Znc Zac(En)e(en)s // from (5.8.1)
= Zne LZac [ Zxk gekRax] [Son] // from (6.1.5) and (3.2.6)
= Znck SbnRnk gke 8ca =[SRgglba=[111]ba=1ba= Op,a . (6.2.16)

10. As a final step, we want to write the completeness relation (6.2.15) in matrix form. To do this, we first
take a short digression.

If b is a column vector, and if bT is the corresponding row vector version of b, then (b™); = bs.
If a and b are vectors of dimension N, and if it happens that
(@)i(b); =ci3 (6.2.17)

then one can write

(a)1(b%)y =csj . (6.2.18)
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This equation can be written in matrix form as,
abT =¢ . (6.2.19)

Graphically, here is an example for dimension N=2 which shows how ab™= ¢ agrees with (a)i(b); =cij:

r_ (& ~ (aiby alsz 3 _ _(011 012)
ab” = (az)(bl bz) = (azbl agh, ) —amattix ={ - "] (6.2.20)

This notion can be trivially generalized to apply to a sum of vectors. Let al™! and b™! each be a set of N
vectors labeled by n. Then the following component equation

Zn PPy =cy5 (6.2.21)

can be written in matrix form as
al®l (p*hT =¢ . (6.2.22)

Now, since the completeness relation (6.2.15) has the form of (6.2.21)

Zn( En)a (bn)b =90a,p // completeness relation for the dual set {bn, By } (6.2.15)
it can be expressed in the following compact matrix form from (6.2.22), where ¢ = 1 is the identity matrix,

> Bob,T =1 // completeness (matrix form) . (6.2.23)
In the special case that by, = e, this reads

YnEne,” =1 // completeness (matrix form) . (6.2.24)

6.3 Covariant partners for e, and E,

A covariant partner vector is formed according to (5.8.4) which says V = gVor Vi= gi3V3, s0

en= g ¢€n = (en):l. glj(en)j gijsjn /1 (3.2.6)
=[2S lin =[R* g'lin =R3i8'5n //(5.2.8) (6.3.1)
En=CExn =  (En)i= Zi5(En); = Zi385cRne =83, cRnc = Rans //(6.1.5) (6.3.2)

The components of the four vectors are then

(en)i = Sin (3.2.6) (En)i = 2icRnec = g'neSic (6.1.5)
(en):l. glj jn Rjigvjn (631) (En)i - nj_ (632) (633)
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In (3.2.7) we wrote S = [ey, €2, €3 .... ey | as a representation of the (en); = Syn , showing that the tangent
base vectors are the columns of matrix S. In the equation (En)i = Rp; the index order is not reversed as it
is in (en); = S3n, 50 one concludes that the Ey, as are the rows of matrix R

Ey
E>
R = E3 = [El, Ez, E3 EN ]T (634)

Ex

Now recall how vectors transform,

\% RV contravariant Rik(x) = (0x'1/0xk) R=871
V' = STV  covariant Sik(x) = (Ox1/0x%x) = STei(x) (2.5.1)

Here we regard both V and V as existing in x-space, while V' and V' are the corresponding vectors in x'-
space.

As shown in the example (3.4.3), tangent base vectors ey are vectors that one draws in x-space. They exist
in x-space. The relation E,, = g'n; e;. of (6.1.2) says the E,, vectors are just linear combinations of the ep
vectors, so the Ep, vectors also exist in x-space and that is where one would draw them.

Based on this fact and the previous paragraph, we conclude the perhaps obvious fact that the vectors
€n, €n, En,E, all exist in x-space.

What are the corresponding vectors in x'-space that one gets from transformation x' = F(x) ? We just
apply the transformation rules quoted above to find out:

en' =Re, = (en)i = Rij (en); = Ri3S3n = [RS]in =[1]in=08i,n (6.3.5)
in agreement with (3.2.1). Next,

E, =RE, = (En)i = Rij (En)j = Rijgchnc = [RgRT]in =g'in 1 (5.7.6) (6.3.6)

For the covariant vectors we find
en =STen = (€n)i = S3i (€n); = S3i 85kSkn = [S"€S]in = g'in 11(5.7.6) (6.3.7)
E, =S™En = (En)i=S1 (En)j =S3i Rny = [RS]ni=8n,1 (6.3.8)
The conclusions are

(env)i =0i ,n (En’)i = g'in
(en)i=g'in (Eq)i =8n,1 (6.3.9)
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6.4 Summary of the basic facts about e, and E,,

For use below, we package various results above into a single block. Here we use i,j for indices, and n.m
for basis vector labels,

(en)l glj (en)j (En)l glj (En)J [ en= E €n En = E E.] (5.8.4)

(e'n)i = Rij(en)j (E'n):l. = 1J(En)j [ e'n =Re, E'n =R E:]

(€n)i =S31(€n); (E'n)i = S3i(En); [€n=S"€n En=S"E,] 251

(en)i = Sin (En)i = glj g'njsij (en)i = 8i,n (En)i = g'ni

(en)l glj jn Rjigvjn (En)i - ni @nv)i = gvni (En )i - n,i
(6.3.3) (6.3.9)

€n®en=g'nm = len] =/€'an = h'n (scale factor) En=ghie;

En.em_sn,m €nh = Evni E;

EpneEn=¢gnm = |En| =/nn - (6.2.4)

ehee'n=gnm = le'n] =1/g'nn = h'n (scale factor) E'n=ghie's

E'nee'n= 8n,m e'nh= g'ni E';
EneEn=gm = E'al =/gnn - (6.2.7)
(En)i(en); = 85, 5 [ZnEnent =1] (6.2.16) and (6.2.24) (6.4.1)

6.5 Repeat the above for the inverse transformation: definition of the U',,

Section 3.5 introduced the inverse tangent base vectors called u'y . That is to say, the u'y are the tangent
base vectors of the inverse transformation x = F~}(x'). Whereas the forward tangent base vectors ey exist
in x-space, the inverse tangent base vectors u'y exist in x'-space, so that is why we have put a prime on the
u'pn.

Recall from (6.1.2) that E,, = g'n; e; where Ep, were the reciprocals of e, . For the inverse transformation
we define in exact analogy (g <> g') some vectors U’y reciprocal to the u'p ,

Un=gniu's = u'p = Eni Ui . // since E = g_l (6.5.1)
This is just another application of the generic duality discussion of Section 6.2 with generic basis vectors
called b, and By,. Everything goes along as in the previous Sections, but with the following changes to

account for the fact that we are now doing the inverse transformation x = F1(x") :

geog R< S en — U'p enh — up E,— U}y E'n— U, (6.5.2)
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and similarly for barred vectors. We can then manually translate the block of data presented in (6.4.1)
with the above rules to get:

(u'p)i=¢' ij (u'n)y (U n)i=g i35 (U'n); [Wa=g'un Up=¢g' U]

(un)l Slj(u n)J (Un):l. Slj(Un )] [ un=Su'y I_Jn =S Uri]

(un)i = ji(_ n)j (Un)i = ji(U n)j [ En = RT H'n Un= RT U'n ]

(u’n)j = jn (Ui = g ij nj ganij (un); = 8i,n ([_Jn)i = Zni
(u'n)i = 2'13R3n = S3ig4n (Un)i = Sni (Un)i = gni (Un)i =0n,1

uheuyn=_gmn = lu'n| =/gnn = hn (scale factor) Up=gni 'y
Un‘“m_sn,m u'y = gni U';

UpeUp= Znm = |Uvn| = \' Znn

Un ® U = Snm = lun| =1 @nn = hp (scale factor) Un=gni Wi
Upe ux1:6n,m Up = Eni U;

Upe Uy = Znm = |Un| = \' Znn
(I_J'n)a(u'n)b =08a,p OF o Unuly® =1 (6.5.3)

It is helpful to keep all these eight vector symbol names in mind (and each has a covariant partner)

x'-space x-space (6.5.4)
axis-aligned basis vectors  e'n un (e'n)i =0n,i (Un)i =0n,i
dual partners to the above E'p Un (E'n)i =ghi (Un)i = Eni
tangent base vectors u'y en (u'n)i =Riyn (en)i = Sin
reciprocal base vectors U E, (U'n)i = g'iaSna (En)i = giaR

- gnaRla = gnasla

and recall that X, ® Xn =0y,m for each of the four dual pairs (two primed, two unprimed).

6.6 Expanding vectors on different sets of basis vectors

X-space expansions on u, and U,

Assume that V is some generic N-tuple V = (V1,V2....Vy). There are various ways to expand V onto basis
vectors. One way is to expand on the axis-aligned basis vectors uy, which recall live in x-space,

V=Viui+Vour+... =2,Vou, where UpeV = V, . (6.6.1)

The components Vy, are U, @ V because Uy, ® Uy = 05, m. From (5.8.4) one can write V, = gnm\_/m
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( regarded here as a definition of the \_/m) so one finds that

V=3,Valln = %4 gonVam Un = ZnVim Zmn Un = Vi Un (6.6.2)
and thus another expansion for V is this

V=V; Ui +VoUz+. = 3.VaU, where upeV = V, . (6.6.3)
Comments:

1. If V is not a contravariant vector, one can still define \_/n = €nmVm, but \_/n won't be a covariant vector.
A familiar example is that x, is never a contravariant vector if F is non-linear, but we can still talk about
the components X = gnmXm . In Standard Notation, x, — x" and X, — X and we do not hesitate to use
these two objects even though they are not tensorial vectors.

2. If V is a contravariant vector, the expansion above V = X, Vpu, displays the contravariant components
of V. The second expansion V = SV Up is still an expansion for contravariant vector V, but it displays
the components of the covariant vector V which is the "partner” to V by Vo = 2nmVm. It would be

incorrect to write this second expansion as V= Zn\_/m Uy since that would say gV = En\_/m U which is
just not true. We comment later on how this situation changes a bit in the Standard Notation.

X-space expansions on e, and E,

Another possibility is to expand V on the tangent basis vectors e,, and we denote the components just
momentarily as op,

V=o01etoze;+.. =X 0n€, . (6.6.4)
Using e, ® Ey =0n,n one finds that

On = En oV = (En)k Vk = Rnk Vk = V'n // g =1 so AeB = gabAaBb = AkBk (665)
Therefore, the expansion is

V=V'ie;s + Voes +... =3 Vhaen where Ep,eV = V', . (6.6.6)
If it happens that the N-tuple V = (V1,V,....Vy) transforms as a contravariant vector, then V, are the
contravariant components of that vector, and V', are the contravariant components of V' in x'-space. On
the other hand, if V is not a tensorial vector, so Vj are not components of a contravariant vector, we can

still define V'y = Rpx Vi, but then the V'y, are not the contravariant components of V'.

Writing V'y, = g‘nm_’m the above expansion can be expressed as
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V=3,Vien=%nm SonVmen =%n Vin Zn Lmn €n =3m Vim En (6.6.7)
SO

V= V41E; +V3E;+.. =3, V4aEq where epeV = V' (6.6.8)

Summary of x-space expansions:

V=Viui+Vous+.. = X,Vn un where UpeV = V, Up = gni Ui
V= \_71 U; + \_/2 U, +... = Zn\_fn Un where upeV = \_/n

V=V'1 e1+V'5 e +.. =3 Vhaen where EpeV = V', En=ghie;
V=V5 E +Vy Ex+.. =3,V,E, where e eV = V' (6.6.9)

Expanding on unit vectors. The covariant lengths of the different basis vectors are given by

len| = €' = \/gnn lup| = [u'y| = \/gnn
[Eq| = [E'n| =4/g'nn Un| = |U'n| =/gan - (6.6.10)

Using these lengths, one can define unit vector versions of all the basis vectors and then rewrite the above
expansions as expansions on the unit vectors with lower case coefficients. For example, using

€n=enA/Zan (6.6.11)
the third expansion above becomes (script font for unit-vector components)
V=18 +V€2+.. = Z,V,€, where Zon EneV = Vy=1/g'ma Va. (6.6.12)

An example of a case where this last expansion would be useful is in the use of spherical curvilinear

coordinates, where for example €; = .

The N-tuple (V'1, V'2 ... V'y), although related to contravariant vector V (V'n = Rpx Vi), is not itself a
contravariant vector since it does not obey the rule V', = Rpx Uk . In fact

Va=Rnk Vk = (l/vgnn)(v’n = Rnk (1/ gkk)(vk = (vvn = Rnk \'gnn/ gkk )‘vk
(6.6.13)
x'-space expansions

Having done x-space expansions, we turn now to x'-space expansions. These can be obtained from the x-
space expansions by this set of rules,

geog RS uy —en u, — ey Un—Ej Un - En Vhie Vi \_/'n > \_/n

(6.6.14)
and here then are the x'-space expansions:
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V'=V'ie+ Vet = ¥aVh eh where EneV' = V', E'n=ghi e

V=ViE1+V2E2+.. =3V, E} where eheV' = V'

V'=Viu1+Vyus+.. = 2a Vnu'p where U'pe V' =V, Un=gniu'y
'=V; U1 +Vy Uz+.. =3,VaUp where u'eV' = Vy (6.6.15)

6.7 Another way to write the E,

The reciprocal base vectors were defined above as linear combinations of the tangent base vectors, all in
the general Picture A context,

Ex=g'xies . (6.7.1)

It is rather remarkable that there is another way to write Ex in terms of the e; that looks completely
different. In this other way, it turns out that Ej is expressed in terms of all the e; except ex and is given
by (only valid in Picture B where g=1)

Ex = det(R) -1)* T erxezX....x ey // ex missing k=1,23..N (6.7.2)

This is a generalized cross product (see Section A.4) of N-1 vectors, since ey is missing, so there are N-2
"crosses". The above multi-cross-product equation is a shorthand for

(E)e = det(R) (-1)* *eqabe. . . x (€1)a(€2)p ..... (€x)x // x and (ex)x are missing (6.7.3)

Here ¢ is the totally antisymmetric tensor with N indices. If k is the k™ letter of the alphabet (k =2 = k =
b ), then k is missing from the list of summation indices of €, and the factor (ex)x is missing from the
product of factors, so there are then N-1 factors.

This cross product expression for Ej, is derived in Appendix A.

This is all fairly obscure sounding, but can be brought down to earth by writing things out for N = 3,
where the formula reduces to this cyclic set of equations,

E1=det(R) ex xe3
E2; =det(R) e3 x €1
Ez=det(R) e; xez. (6.7.4)

These equations can be verified in a simple manner. To show an equation is true, if suffices to show that
the projections of both sides on the three e, are the same, since the e, form a complete basis as noted
earlier. For the first equation one needs then to show that

Ei1ee, =det(R) ey xe3 oep forn=1,2,3. (6.7.5)

If n=2 or n=3, both sides vanish, according to e, ® E, = J,,n on the left, and according to geometry on
the right, which leaves just the case n = 1. In this case the LHS = 1, so one has to show that e; xe3 ®e;
= 1/det(R) = det(S). But
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ereez xes=(e1)i (€2 xe3); = (e1)i €ijk (€2)3(e3)x = €ijk (e1)i(e2)5(e3)k
=&ijk Silsjzsk3 = det(S) QED // (3.2.5) Says (en)i = Sin (676)
The other two equations of the set can be verified in the same manner.

Here is a picture (N=3) drawn in x-space for a non-orthogonal coordinate system. The vectors shown
here form a distorted right handed coordinate system which has det(R) > 0.

Ey (6.7.7)
The reader is invited to exercise his or her right hand to confirm the directions of the arrows,
E1=det(R) ex xe3 Ez=det(R) e3 x e Ez=det(R)e; xez . (6.7.8)
6.8 Comparison of e, and E,,

Recall from (6.3.1) that e, is the covariant partner of e, where e, =g ey .
Recall from (6.1.2) that E,, is the reciprocal of e, where E, = g'n; €5 .

The comparison of these two defining equations is interesting,
(en)i =gix(en)k // matrix acts on vector index (6.8.1)
(En)i = g'nk (ex)i - // matrix acts on ey label (6.8.2)
If x-space is Cartesian, then e, = e, as usual, but of course E,, # e, in this case since normally g' #1. We
mention this to head off a possible confusion when the Standard Notation is introduced in the next
Chapter and the above two equations become ( see (7.4.1) and (7.13.1) ),

(en); = gix(en)® // Standard Notation, g lowers an index (6.8.3)

(€)= g™ (ex)*. // Standard Notation, k is a label on ey, not an index (6.8.4)
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The mapping to standard notation does not include ‘e, — €, for example. One fact about the standard
notation is that, unlike the developmental notation, one cannot look at a vector in bold like e, and
determine whether it is contravariant or covariant. Only when the index is displayed can one tell. One can
think of e, as representing both its contravariant self and its covariant partner (e, is a tensorial vector).

6.9 Handedness of coordinate systems: the e, , the sign of det(S), and Parity

1. Handedness of a Coordinate System. Let by be a complete set of basis vectors in an N dimensional

vector space, where the by, are not necessarily of unit length, and are not necessarily orthogonal. Consider
this quantity

B = det (bl, bz ..... bn) = E€abc..x (bl)a (bz)b.... (bN)x = bl. [bz X b3 ...... X bN] (691)

where the generalized cross product is discussed in Section A.4. This basis by, defines a "coordinate
system" in that we can expand a position vector as follows

x=2,x®_ b, (6.9.2)

)

where the x®,, are the "coordinates" of point x in this coordinate system. We make the following

definition:
system by, is a "right handed coordinate system" iff B>0
system by, is a "left handed coordinate system" iff B<O0. (6.9.3)

One of course wants to show that for N = 3 this definition corresponds to one's intuition about right and
left handed systems. For N=3 |

B = det (b1, b2, b3) = €abc (b1)a (b2)b(b3)e = bie [b2 x bs] (6.9.4)

Suppose the by, are arranged as shown in this picture, where the visual intention is that the corner nearest
the label b is closest to the viewer.

(6.9.5)

With one's high-school-trained right hand, one can see that b, x b3 points in the general direction of b;
(certainly b, x b3 lies somewhere in the half space of the by, b3 face plane which contains b;), and so the
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quantity B = bie [bz x b3] > 0. So this is an example of a right-handed coordinate system. The figure
shown is a skewed 3-piped which can be regarded as a distortion of an orthogonal 3-piped for which the

b, would span an orthogonal coordinate system in which one would have 61 = f)z X 63.

2. The x'-space e'n_coordinate system is always right handed. In our standard picture of x-space and x'-

space, the coordinate system in x'-space is spanned by a set of basis vectors e', where (e'n)i = 0n,i , as
discussed in Chapter 3 (a). This system is "right handed" because

B = €abc..x(€'1)a (€'2)b.... (€'N) = €abc. .x 01a02b....0xny = €123...y =11 >0 (6.9.6)

where we use the standard normalization of the ¢ tensor as shown. Notice that this conclusion is
independent of the metric tensor g' in X-space.

3. The x-space uy coordinate system is always right handed. The basis u, where (ug)i = 05, : in X-space is

right handed for the same reason as shown in the above paragraph, and for any g. When g=1 in x-space,
the up, form the usual Cartesian right-handed orthonormal basis in x-space. See Section 3.4 concerning the
meaning of "unit vector".

4. The x-space en coordinate system handedness is determined by the sign of det(S). Our x-space

coordinate system of great interest is that spanned by the e, basis vectors, where (en);: = Sin as in (3.2.5).
One has

B = €abe. .x (€1)a (€2)p.... (éx) = €abe. .x Sa1 Sp2.... Sxn = det(S) . (6.9.7)
Therefore, using ¢ = sign(detS) and the Jacobian J = det(S) of (5.12.6), one has

system ey, is a "right handed coordinate system" iff det(S)=J>0 or o=+1
system ey, is a "left handed coordinate system" iff det(S)=J<0 or o=-1. (6.9.8)

5. The Parity Transformation. The identity transformation F = 1 results in matrix S; = I with detSg = +1.

In this case the e, form a right-handed coordinate system, and in fact e, = u,. The parity transformation
F = -1, on the other hand, results in Sp = -I with det(Sp) = (-1)" and e, = -un. When N is odd, the parity
transformation converts the right-handed u,, system to a left-handed e, system. If S is some matrix which
does not change handedness, meaning detS > 0, then S' = SSp does change handedness for odd N, since in
this case detS' = detS det Sp = (-1)" detS. So given some S' that changes handedness for N=odd, one can
regard it as "containing the parity transformation" which, if removed, would result in no handedness
change. When N is even, handedness stays the same under F = -1.

6. N=3 Parity Inversion Example. Since x' = -x under the parity transform F = -1, parity is a reflection of
all position vectors through the origin. Objects sitting in x-space, such as N-pipeds, whether or not the
origin lies inside the object, are "turned inside out" by the parity transformation, but the inside of the
object still maps to the inside of the parity-transformed object under this transformation.
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Consider this crude picture which shows on the left a right-handed 3-piped in x-space where e; and ez

happen to be perpendicular, and the back part of the 3-piped is not drawn. This 3-piped is associated with
some transformation S [ (en)i = Sin | with detS > 0.

x-space with S X-space with -S
b a -
1@
2 d

| dge2c |
=
a b

(6.9.9)

Now consider S' = SSp = SpS = -S. For this S', the 3-piped appears as shown on the right. The two pipeds
here are related by a parity transformation, all points inverting through the origin. On the right, the
volume of the 3-piped lies toward the viewer from the plane shown. The circled dot on the left represents
the out-facing normal vector of the 3-piped face area which is facing the viewer, and this normal is in the
direction — e;xe;. This is called a "near face" in Appendix B since it touches the tails of the e,. After the
parity transformation, this same face has become the back face on the inverted 3-piped shown on the
right, with out-facing normal indicated by the X. The direction of this normal is + e;xez . In general, an
out-facing "near face" area points in the -E, direction, and Appendix A shows that E3 = e; x e2 / det(S).
On the left we have E3 = e1 x ez / |[det(S)| so the face there just mentioned points in the -E3z = — e1xe>
direction. On the right we have E3 = e; x e2 / det(S') = - e1 x ez /|[det(S)), so the face there points in the
-E3 = +eixey direction.

7. The sign of det(S) in the curvilinear coordinates application. For a given ordering of the x' coordinates,
det(S) will have a certain sign. By changing the x'; ordering to any odd permutation of the original

ordering (for example, swap two coordinates), det(S) will negate because two columns of Sjx(x") =
(0x31/0x'x) will be swapped. In the curvilinear coordinates application it is therefore always possible to
select the ordering of the x'; coordinates to cause det(S) to be positive. One always starts with a right-

handed Cartesian system fi for x-space, and det(S)>0 then guarantees that the e, will form a right-handed
system there as well. Since the underlying transformation F is assumed invertible, one cannot have
det(S)=0 anywhere in the domain x (or range x') of x' = F(x), and therefore det(S) cannot change sign
anywhere in the space of interest.

For graphical reasons, we have selected coordinates in the "wrong order" in both the polar
coordinates examples (called Example 1) and in the elliptic polar system studied in Appendix C, which is
why detS < 0 for both these systems.
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7. Translation to the Standard Notation

In this Chapter we discuss the "translation" from our developmental notation (all lower indices; overbars
for covariant objects) to the Standard Notation used in tensor analysis.

The developmental notation has served well in the discussion of scalars and vectors, tensors of rank-0
and rank-1. For pure (unmixed) tensors of rank-2 it does especially well, allowing the use of matrix
algebra to leverage the use of familiar matrix theorems such as det(ABC) = det(A)det(B)det(C) and A™* =
cof(AT)/det(A). The transformation of the contravariant metric tensor is cleanly expressed as g' = R g RY,
and so on. The notation in fact works fine for unmixed tensors of any rank, but runs into big trouble with
"mixed" tensors as shown in the next Sections.

We continue to use Picture A:

Picture A m

x'-space SR X-space

g g

7.1 Outer Products

It is possible to form larger tensors from smaller ones using the "outer product" method. For example,
consider,

Tap =UaVp (7.1.1)
where U and V are assumed to be contravariant vectors. One then has
T'ab :U'aV'b :(Raa‘Ua') (Rbb'Vb') =Raa' Rep' Ua' V' =Raar Rpp' Ta'p: (712)

so in this way a contravariant rank-2 tensor like M in (5.6.3) has been successfully constructed from two
contravariant vectors. Similarly,

Tab = [_Ja\_]b - T'ab = STaal STbb' Ta'b' (713)

so the outer product of two covariant vectors transforms as a covariant rank-2 tensor, again as in (5.6.3).

More generally, one can combine any number of contravariant tensors in an outer product fashion to
obtain a new tensor. Here are a few examples:

Tabe = UaAap
Tabea = AabBed

Tabcde = AabBeaUe (7 1 4)
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7.2 Mixed Tensors and Notation Issues
Suppose we take the "outer product” of a contravariant vector with a covariant vector,
[..]a = UaVp (7.2.1)

where we are not sure what to call this thing, so we just call it [...]. Here is how this new object transforms
(always: with respect to the underlying transformation x' = F(x) )

[...]7a = UaVs =Raa'Ua') (Se6' Vb)) =Raa' S™op' Ua' Vi =Raa STop: [..]ab - (7.2.2)

This object transforms as a contravariant vector on the first index (ignoring the second), and as a
covariant vector on the second index (ignoring the first). This is an example of a "mixed" rank-2 tensor.
Extending this outer product idea, one can make elaborate tensor objects with an arbitrary mixture of
"contravariant indices" and "covariant indices". For example

[ ..... ]abcd = Ua\_/b Xc?d . (7.2.3)

To write down the transformation rule for such an object, one must know which indices are contravariant
and which are covariant. It is totally clear how the object transforms, looking at the right side of (7.2.3),
but somehow this information has to be embedded in the notation [.....Jabca because once this object is
defined, the right hand side might not be immediately available for inspection. Worse, there may be no
right hand side for a mixed tensor, because not all mixed tensors are outer products of vectors (they just
transform as if they were).

Just as we can use the idea V = g V to convert a contravariant vector to its covariant partner, we can
similarly use g to convert the 1st or 3rd index on [.....Jlapeca from contravariant to covariant. We could
apply two g's with the proper linkage of indices to convert them both at once.

So given the ability of g to change any index one way, and g to change it the other way, one can think
of the 4-index object [.....]abca as a family of 16 different 4-index objects, each corresponding to a certain
choice for the indices being one type or the other. We know how to interconvert between these 16 objects
just applying g or g factors.

So how does one annotate which of the 16 objects [.....] one is staring at for some choice of index
types? Here is a somewhat facetious possibility, the Morse Code method

Wab = UaVp

Wabca = UaVp XcYa - (7.2.4)
Instead of having a bar over the entire object, in the first case the bar it is placed just over the right side of
the W to indicate that b is a covariant index, while no bar means the first index is contravariant. The
second example shows how horrible such a notation would be.

We really want to put some kind of notation on the individual indices, not on the object! Here is a
notation that is slightly better than the Morse code option, though similar to it,

Wabea = UaVe XcYa (7.2.5)
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Here overbars on covariant indices distinguish them. Now one can dispense with the overbars on

covariant vectors as well, putting the overbar on the index, for example Va= 2abVe — Va=g35Vh .

There are several problems with this scheme. One is that in the spinor application of tensor analysis
used in special relativity, dots are placed on certain indices, such as in (5.14.8), and these would conflict
with the proposed overbars. A more substantial reason is that this last notation is hard to type (or typeset,
as one used to say), it looks cluttered with all the overbars, and the subscripts are already hard to read
without extra decorations since they are in a smaller font than the main text.

7.3 The up/down bell goes off

This is where a bell went off somewhere, perhaps in the mind of Gregorio Ricci in the 1880-1900 time
frame (1900 snippet quoted in (7.10.8) below). Someone might have said: suppose, instead of using
overbars on indices or some other decoration, we distinguish covariant indices by making them be
superscripts instead of subscripts. Superscripts are as easy to type as subscripts, and the result is fairly
easy to read and totally unambiguous. We would then have for our ongoing example of (7.2.4 and 5),

Wabcd = U,-,lVchYCI // a path not taken
This is almost what happened, but the up/down decision went the other way and we now have:

superscripts = contravariant = up
subscript = covariant = down (7.3.1)

and then we get this translation for (7.2.4),
Wateda = UaVE XcYa — Wabcd = UaVchYd // the path taken (7.3.2)

and this has become The Standard Notation. Perhaps the reason for this choice was that the covariant
gradient O, object appeared more commonly in equations than idealized objects such as dx, and Op
already used a lower index.

A downside of this particular up/down decision is that every student has be be confused by the fact
that his or her familiar position, velocity and momentum vectors that always had subscripts suddenly have
superscripts in the Standard Notation. The silver lining is that this shocking change alerts the student to
the fact that whatever subject is being studied is going to have two kinds of vectors.

Despite appearances, it is not completely obvious how one should translate the whole world as
presented in the previous six Chapters into this new notation. There are quite a few subtle details that will
be discussed in the following Sections.
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7.4 Some Preliminary Translations; raising and lowering tensor indices with g

In the rest of this entire Chapter, anything to the left of a — arrow is in "developmental notation", while
anything to the right of — is in "Standard Notation".

1. Basic translations.

So we start translating some of the results above:

s—s /I a scalar

Va — V2 // a contravariant rank-1 tensor (vector)

V. — Va // a covariant rank-1 tensor (vector)

Map — M3 // a contravariant rank-2 tensor

Map — Map // a covariant rank-2 tensor

gap — g2 // the contravariant rank-2 metric tensor g (and similarly for g')

Zab — Zab // the covariant rank-2 metric tensor g

gisinverseof g — g®® isinverse of gap . (7.4.1)

As noted earlier, one "feature" of the Standard Notation is that it is no longer sufficient to specify an
object by a single letter. One has to somehow indicate the index nature by showing index positions. Thus,
"g" stands for all four metric tensors gap, , 227, g% and g.°. The pure covariant metric tensor is gap or
perhaps g« . At first this seems a disadvantage of the notation, but one then realizes that the true object
really is "g", and it has four different "representations" and the notation makes this very clear.

In this same spirit, we have the following translation for a bolded vector:

- V
- V. (7.4.2)

<l <

The reason is that the overbar is no longer used to denote covariancy. The above lines show a subtle
change in the interpretation of the bolded symbol V in the standard notation: the single symbol V stands
for both the developmental vector V and for its developmental covariant partner vector V. The new
symbol V is both contravariant with components V™ and it is covariant with components V.

(7.4.3)
2. Raising and Lowering Tensor Indices with g
As for converting a vector from one type to the other, the relations (5.8.4) become,
Va= 2abVp — Va= gabe // gap "lowers" a contravariant index
Va =g Vb — VE=gPVy // g® "raises" a covariant index (7.4.4)

In the Standard Notation, the nature of a vector (contravariant or covariant) is determined by the up or
down position of the index. Looking at gabe =V,, we see that " g1, lowers the index on VP to give Vo "
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which of course just means that gapVp = V. in the developmental notation. It means nothing more, and

ab

nothing less. Similarly, g2 Vi, = V2 says that " g2® raises the index on Vy, to give V® " and this is just

the Standard Notation way of saying gap Vb = Va.

The key idea here is that g5, lowers a tensor index of a tensor, and gab raises a tensor index (both
with an implied sum as above). We know from the outer product idea shown in (7.1.1) that we can
construct a covariant rank-2 tensor from two covariant rank-1 tensors in this way.

Tab=UaVp (7.1.1)

This is in Standard Notation now, so unlike (7.1.1), all three objects are covariant tensors. We can then
use g to raise the a index on both sides of this equation,

g%%Tap = T% // implied sum on a -- always implied sums on repeated indices!

gca(UaVb) = ( gcaUa)Vb = Uch =

T% =U%y . (7.4.5)
Here, TC, is a "mixed" rank-2 tensor, the first index is contravariant, the second index is covariant. This
fact matches the nature of the right side of the equation U°Vy. We could have but did not deal with mixed
tensors in the developmental notation because the notation could not really handle it well, as shown in
(7.2.4). So in developmental notation, we dealt only with "pure" rank-2 tensors like My, and Map.
As a next step, we can apply g to both sides of (7.4.5),

gd.b ch — Tcd

g® (UVp) = US(g®Vp) = USVE =

T°¢ =yeve (7.4.6)

We end up with a contravariant rank-2 tensor that is the outer product of two contravariant rank-1 tensors.
This is in fact the equation (7.1.1) expressed in Standard Notation.

Now let's do both index raising operations at the same time:
Tab = UaVb
gca gdb Tap = Tcd

g% g% U,V = (£°%Ua)(g™Vp) = UV? =
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This shows that we are free to raise or lower corresponding indices on both sides of a tensor equation at
will, and we don't have to write out the details. Thus if the first of these is true, then the other three forms
are also valid:

Tab = UaVp =3 T%=U%, T.°=U,V® T®=02" (7.4.8)
This idea works with any rank-2 tensor because any rank-2 tensor transforms under x' = F(x) in the same
way that the outer product of two vectors transforms. If M is some arbitrary contravariant rank-2 tensor,
then g°*Map = MS, and so on, repeating all of the above.

The idea applies as well to rank-3 tensors and rank-n tensors as we shall describe below in Section
7.10. For example, if Tape = UaVpWe, or if M is some arbitrary rank-3 tensor Mape, then

Tape = UaVpWe Mabec
£ Tape = T%e £%*Mape = M%.
(e**Ua)VpWe = UVpW, =
T%c = UV We . (7.4.9)

In this case, the validity of the first equation implies the validity of the 7 others:

Tabe =UaVeWe = T =U*VpWe Ta"e =UaVPWe Tap® = UaVeW°
T, = U3VPW, To"° = U, VPWS T%° = UVpW°©
and finally T®¢ = U2VPW® (7.4.10)

To summarize, in this new Standard Notation, the covariant metric tensor gz becomes an "index
lowering operator” and the contravariant metric tensor g*> becomes an "index raising operator”. This is a
huge advantage of the Standard Notation. It pretty much eliminates the need to think, something
universally appreciated. In a certain obscure sense, it is like double entry accounting (credits and debits),
where the notation itself serves as a check on the accuracy of bookkeeping entries.

The g raising and lower rules may be represented generically in this manner,

Bas? [ +w] = [rrrrao-]
g% [rromare] = %] (74.11)

where [----2'---] represents an arbitrary tensor expression (perhaps just one tensor) with lots of tensor

indices indicated by dashes. Each of these dash indices could be up or down, it does not matter. An
example of the second line is g2 Ma pe = M3pe .
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3. The invariant distance and covariant dot product:

Based on the discussion so far, we can write the following translations, starting from (5.2.5) and (5.10.3),

dx; — dx*

(ds)2 = Zapdxadxpy —  gapdxdx®

AeB=2.,A.By, — AeB=g,, A®B. (7.4.12)
Using the raising and lowering idea above, we can write the dot product in other ways:

AeB = gap A® B® = A*(gapB”) = A®Ba

AeB =g, A® B® = g, A% B® = (gpa A®)B® = A,BP // g is symmetric

AeB = ApBP = Ay (g°°B.) = g”°ApB.. (7.4.13)
To summarize :

AeB =g, A2 BP=AB, =A,B® = g®°A,B, =B eA . (7.4.14)

The general idea is this: any tensor index on any tensor object can be raised by g and can be lowered by
gab. Remember that a tensor object lives in some space like x-space, so we shall have to ponder what to
do for our matrices Sap and Rap which live half in x-space and half in x'-space, a subject we defer to
Section 7.5.

4. Contraction Rules

When an index is summed with one index down and the other up, one says that the two indices are
contracted. For example, in the expressions A®B, or A B® index a is contracted. In gabAaBb both
indices a and b are contracted.

Tilt Reversal Theorem. The tilt of any pair of contracted indices can be reversed without affecting
anything. (7.4.15)

A proof'is given below in Section 7.11. An example is A*B, =AaB? as shown above in (7.4.14).
Contraction Theorem. In analyzing the transformation nature of a tensor expression, one can simply
ignore all contracted indices and look only at remaining indices to determine the tensor nature of the

object. (7.4.16)

A proof is given below in Section 7.12. As examples, in the cases A®B, or gabAaBb, if we ignore
contracted indices, there are no indices left, so these objects must transform as a tensor with no indices,
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which is a tensorial scalar. Thus AeB above is a scalar, something we already knew from (5.10.2). The
object A*Mp, transforms as a covariant vector, and the object M?, transforms as a scalar.

5. What about having ¢ raise and lower indices on itself?

After all, g is a valid tensor. We find

gabg™® = ga° // lower the first index of rank-2 tensor g°°
gacgbc = gba // lower the second index
gcbgba =gca - // lower both indices (lower second, then lower first) (7.4.17)

We know from (7.4.1) above that gay, and g2 are inverses. Thus, it must be true that
gang™ = (1)a°=8.° =8a,c
£°8ac=(1)’a=8% =0p,a . (7.4.18)

Here 8,° and 8, are just cosmetically nice ways to write the Kronecker deltas shown. Comparing
(7.4.17) and (7.4.18) we learn that

gac(x) = aac = 8a,c
gPa(x) =" =0p,a. (7.4.19)

Thus, the mixed forms of the metric tensor are trivial and are not functions of the nature of x-space.

7.5 Dealing with the matrices R and S ; various Rules and Theorems

1. Translations of R and S

Consider the translation of this partial derivative into the new up/down notation. Since the differential dx
element is contravariant and is now written dx* :

(0x'1/0xx) — (0x'/0x) . (7.5.1)

In terms of "existence", this object has one leg in each space of Picture A of (1.11). The gradient operator
d/6x* is an x-space object, while x'* is an x'-space object. Since (9x™/6x*) does not live in x-space or in
x'-space exclusively, but straddles the two spaces, it cannot possibly be a tensor of any kind. Recall that a
tensor object must be entirely within a space, it cannot have body parts hanging out into other spaces.
Nevertheless, it seems clear that each of the two indices has a well-defined nature. We showed in (2.4.2)
that the gradient transforms as a covariant vector, so we regard k as a covariant index and write 3/0x* =
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dx. And of course dx' is a contravariant vector, so i is a contravariant index. Here then is the proper
translation starting with (2.5.1),

Rix = (0x's/0xy) —  RYW = (0xM/oxM) = opxt . (7.5.2)

To summarize, Ry is not a mixed rank-2 tensor, though it looks just like one. Therefore, R*x can never
appear in a tensor equation -- it just appears in the equations that show how tensors transform. However,
each of the two indices of R has a well-defined transformational nature, and we place them up and down
in the proper manner.

It is not atypical for an object to have up and down indices but the object is not a tensor. As was noted
below (2.3.2), the canonical example is that for a non-linear transformation x' = F(x), x* has a
contravariant index but is not (does not transform under F as) a contravariant vector.

Consider now the translation of the transformation rule for a contravariant vector from (2.5.1),

V'a=RapVp — V=RV, // contravariant (7.5.3)

Even though R is not a tensor, we see that index b is contracted and is thus neutralized from the
evaluation of the tensor nature of the RHS. This leaves upper index a as the only free index, indicating
that the RHS is a contravariant vector, and this of course then matches the LHS. However, it is a
contravariant vector in x'-space, which will be further discussed in (7.5.9) below. Main point: we can
deal with the indices on R just as we deal with indices on true tensors.

Notice that, even though both sides of V' = R®%,V® have the same "tensor nature" (both sides are a
contravariant vector component in x'-space) one cannot ask how the equation V' = R® V® "transforms"
under a transformation. That question can only be asked about equations constructed of objects all of
which are tensors in the same space. Here V and half of R are in x-space, and V' and the other half of R
are in a x'-space. There is no object called R', as if R were in x-space and R' were in x'-space.

We can repeat the above discussion for S instead of R. We omit the words and just show the translations,
quoting expressions from (2.1.6) and (2.5.1) :

(0x1/0x'x) — (Ox*/0x’*)
Sik = (0x1/0X'x) — S*x = (OxM/ox™) = 0hxt
Va=S"aVe=Spa Vo = — V'a=SPaVp // covariant (7.5.4)

2. Transformation rule for rank-2 tensors

For a contravariant rank-2 tensor, the translation of the transformation rules (5.6.3) are,
M'ap = Raa ' Rep Marp: — M'2P = R3, . RP, M3 'P' contravariant rank-2 tensor
(7.5.5)

M'2p = Sa'aSp'bMa b — M'yp =S? aSb bMa'p' . covariant rank-2 tensor

Applying this to the metric tensor M = g we find these translations of (5.7.6),
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gl — RgRT — g'ab:Raa'Rbb'ga'b' N g'ab:Raa'Rbb'ga'b'
(7.5.6)
E' = STES = Elab:Sa'aSb'bga'b' - glab:Sa'aSb'b ga'b' -
The inverses of the above equations appear in (5.7.7) and translate this way ,
g :ng ST — gab:Saa'Sbb'g'a'b N gabzsaa'sbb'g’a'b
(7.5.7)

g =R" EVR = gab:Ra'aRb'bgva'b' - gab:Ra'aRb'b gab' -

By raising and lowering indices on the first result in (7.5.5), and using the tilt reversal rule (7.4.15), we
obtain these four transformation rules :

Mlab — Ra Rb Ma'b'
a A} L}
Mlab — Raa' Rbb' Ma'b'
Mlab:Raa' Rb . Ma'b'
Mab=Ra® R Map: . (7.5.8)
One sees then a family of four tensors associated with M. The first is contravariant, the last is covariant,
and the other two are mixed. Comparison of the last line of (7.5.8) to the last line of (7.5.5) suggests that

R.2 =52, , and we will formally prove this fact in (7.5.13) below.

3. Raising and lowering indices on R and S

Although R and S are not tensors, one can still raise and lower their two indices using metric tensors, but
things are a little different from the tensor situation, the reason being that R and S each have one foot in x-
space and the other foot in x'-space.

Object R%, = (6x'®/0x) was considered above. One could lower the a index using g'«« since x"® is in x'-
space and is an up index. The index in &/dx® = dp, is really a lower index (gradient), so one could in effect
. . . *k . b - .. . T a
raise it using g (no prime) because 0/0x" is in x-space. So when raising and lowering indices on R%,
one has the unusual situation that one must use g' when acting on the first index, and g when acting on the

second. With this in mind, we can now write three other index configurations of R®, :

R%, = (0x/ox) // original object (formerly Rap)

R*® =R3,. g®'P = (0x"®/0xp) // g pulls up the second index of R®,

Rap = gaa'R* b = (0x'a/OX) // g pulls down the first index of R%,
R.®=gaa'R?'p g°'° = (0x'a/Oxp) . // both actions at once (7.5.9)

Although the g and g' factors can be placed anywhere, we have put g' factors on the left of R, and g
factors on the right, each next to its appropriate leg of R.
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In each case, examination of the corresponding partial derivative shows that that the index sense matches
on both sides. For example, in R® = (8x'/0xp) = d°x'®, both indices are contravariant on both sides.
Remember that R®® is not a contravariant rank-2 tensor due to its dual-space nature.

In the same manner, we arrive at these index configurations for S% :

2p(X) = (6x%/0x™) // original object (formerly Sap)
S =g3,, g®'P = (0x®/0x'p) // ' pulls the second index up
Sab = gaa'S® b = (axa/éx'b) /I g pulls the first index down
Sab = Zaa’ S?'y g b'b (0xa/0X'p) // both actions at once (7.5.10)

For object S, the metric tensor g raises or lowers the first index of S, while g' raises or lowers the second
index of S. This is just the reverse of what happens for object R as reported above. This is not surprising
since one gets S«>R when one swaps x-space <> x'-space.

4. Inverse of R and S (and Comment on Transpose)

We have showed the translation Rap — R®p . In the standard notation, imagine that there is some inverse
R defined by (R™1)°aR®, = 8%. The chain rule says that

(Ox/0x"™) (Ox*/oxP) = 5% or S R% =8%
(0x'°/0x®) (0x%/6x™) = 8% or R%, S% =8%. (7.5.11)
Therefore from the first line it must be that (R™*)%, = S%,. The second line shows that (S™%)%, = R®,.

Using the above rules for raising and lowering indices on both sides of an equation, we obtain these four
versions of the developmental notation fact that R™* =S and S™* =R :

(R-l)ik — Sik (S-l)ik :Rik
R =8 (S =R
(R™H);* =8;" (S71):* =R:¥
(R™)ix = Six (SHix =Rix . (7.5.12)

In (7.5.11) we see a certain "up tilt" matrix multiplication which will be explained below in Section 7.8.
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5. The R-S Tilt Theorem: S, =Rp®  which is the same as:  (x%/0x™) = (6x'b/0Xa) (7.5.13)

Notice in this rule that the indices are reflected in a vertical line running between the indices: S%, = Ryp|®.

Proof: This proof is a bit long-winded, but brings in many earlier results and is a good exercise:

3> S%an =S%
(€ bpr 2P) S%an=5%
g'bp 8 pr S%an g 2P'=8
gop' (R® a0 8'pn) 8240 g™'=8%
g b R 4 (S%an S* b g2 =8%
geo R” 2 (g2*)=5%
(g bor RP'ar g22)=5%
Rp®=S% .
Notice that the above theorem says

S%p = (0x%/0x™) = (0x'p/0xa) = Rp2.

// introduce a 6 . Remember all g's are symmetric.

2P are inverses, see (7.4.18)

// since g'ap and g
// reorder and use g' 2P = &P 'pug' 2"

// 8 pw=(R® 4+ $*'gn) from (7.5.11)

// regroup (7.5.14)
/g2 =82 Sy g from (7.5.7)

// regroup

/I use last line of (7.5.9)

(7.5.15)

Similar results can be derived for other index positions (or we can just raise and lower indices!) to get

S%, =Ryp? = (0x®/0x™) = (0x'p/OXa)
Sab = Rpa = (0xa/0x™) = (Ox'p/0x®)
§3P = RP2 = (0x%/0x'p) = (Ox™/0xa)
S.° =R, = (0xa/0x'p) = (Ox™/0x3) . (7.5.16)

Here index a is always in x-space, while index b is in x'-space.

6. Determinants of R and S.

We showed earlier that Rs5— R*j and S;jj— S*j. The determinants det(R) and det(S) translate as

follows:
det(R) = €abe. . .R1aR2p....RNx —
det(S) = €abe. . .51a52b..---ONx —
or

det(R*+) = €abe. . . R*aR%,...RY,
det(S™+) = €abe. .. S'aS%p....S"x
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det(R) = €ape. . . Ra1Rp2....Rxy —  det(R*%) = €ape. . . R*1RP5...R¥y
det(S) = €abe. . . Sa1Sb2.....Sxn —  det(S*+) = €abe. . .S?18P....8% (7.5.17)

where ¢ is the bookkeeping permutation tensor discussed in Section 7.7 below.

Reader Exercise: Write det(R**) = (sabchaszR3c) and det(S**) = (savbvcvSa'lsb'ZSb'3 ). We know
that in either developmental or standard notation det(R)det(S) = det(RS) = det(1) = 1. The exercise is to
verify this directly using the N=3 first expression in (D.10.37) for €apc€a'b'c' along with (7.5.11).

7. Jacobian and related

Here are translations of a few equations from Section 5.12:

(5.12.2)  det(S) = 1/det(R) — det(S*3) = 1/ det(R*3) (7.5.18)
(5.12.6)  J=det(S) — J = det(S*5) (7.5.19)
(5.12.12) g=det(g) — g = det(gij)

g' = det(g" — g'=det(g's5) (7.5.20)
(5.12.14) 1/g=det(g) — 1/g = det(g*?)

1/g' = det(g') — 1/g' = det(g™?) (7.5.21)
(5.12.14) g=1g — g=1%g

1= ~e’e - I= e'e (7.5.22)

7.6 Orthogonality Rules, Inversion Rules, Cancellation Rules

1. Orthogonality Rules:

Theorem (7.5.13) that S*, = Rp® can be used to eliminate S in various forms of SR = 1:
SR=1 — S%R°.=8% = Rp*RP.=8% = Rp®RP.=g% from(7.4.19) . (7.6.1)

Although R is not a tensor, the object Rp? R®. is a tensor of the mixed type M?.. Thus, both sides of this
last equation transform as this type of mixed rank-2 tensor.

In this last equation, we can lower index a on both sides, raise index ¢ on both sides, and reverse the tilt of
the b contraction to get this result, again using (7.4.19),

RP, RpS=g.= 8.°. (7.6.2)

We now repeat this process starting instead with RS = 1:
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RS=1 — R*%SP.=8°c = RHBPIRL=8°c = RHBPRL=g%

R.PR% =g.°=8,.°. (7.6.3)
Collecting the four forms written with 6 we obtain the four orthogonality rules for R:

1: Rp2RP. =82, 2:RP,R,°=35,° // sum is on first index

3:R%W RL =82 4:R.°PRS,=5,.° // sum is on second index (7.6.4)

For any general transformation x' = F(x), these rules are valid. Going the reverse direction, if we replace
all R,Y with SY,, the four orthogonality rules of (7.6.4) can be rederived in this manner,

1: Rp® RPe =Rp? ScP = SPRp? = (SR)e = (1)? =82 = 8% // down-tilt
2: R%, Rp® =RP,8% = S%R”.= (SR)%. = (1)% = 8% = 5,° // up-tilt
3: R% RS =R3% S°c = (RS)%: = (1)% = 8% // up-tilt
4: Ra®R% = R.°Sp°= (RS)a® = (a)a" = 8,° // down-tilt

All these rules just say RS = SR = 1. Notice in the last four lines the notion of up-tilt and down-tilt matrix
multiplication. This subject is discussed in Section 7.8 below.

Comment: The orthogonality rules are easy to memorize using these few facts:
e The sum is either on both first indices, or on both second indices
o the tilts of the two R's are opposite each other.

2. Inversion Rules.

The first rule makes this claim:

[ ] =R%p [-P] & R[] = ] (7.6.5)
sum on 2nd index b sum on 1st index a
so if one wants to invert the left equation for [-------- S— ], the result is as shown on the right. Notice

that the R indices are reflected through a horizontal line segment between the indices. This is different
from the fact (7.5.13) that S®, = Rp® where indices are reflected through a vertical line segment between
the indices.

Proof: Start with [----#-----] = R®+ [-------- S — 1. Apply Ra® to both sides, then use (7.6.4) :

RaP[-*—-]=Ra® R%: [ D] =8% [ D] =1 >—] QED
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The rule is also valid if all tilts are reversed. Thus,

[a==]=Ra"[p] & R [aeee] = o] (7.6.6)
sum on 2nd index b sum on 1Ist index a

R%[----a-----] =R*% R [------ - ] =8 b' 1=1 b------] QED

Example of (7.6.5):  V'® =R*%V® < R,V =V® or V°P=RPV? (7.6.7)

Example of (7.6.6):  V'a =R.’Vy < R%V'a =Vp or Vp=R3% V%, (7.6.8)

Example: Rank-3 tensor transformation inversion :

M'2P€ = R?; RPsR,M*3¥ // rank-3 transformation rule (contravariant)
M?3°° = R;®R ;PR M 3* // its inverse (7.6.9)

Notice that, in the inverse transformation, the R indices are up-tilted and the summation indices are
strangely on the left side. Using the raising and lowering rules of (7.5.9), one sees that the corresponding

covariant forms are obtained just by moving indices vertically on both sides. Thus.

M'ape = RainchkMijk // rank-3 transformation rule (covariant)
Mabe = R*aRI,R*M'; 5k // its inverse (7.6.10)

3. Cancellation Rules

The first rule makes this claim:

R® [---"-] = R% [ ene] e e el (7.6.11)

v

8% [+ ] = 8% [ o] = [P ] = [ ] QED
The rule is also valid if all tilts are reversed. Thus,
R B Tl S &[] = o] (7.6.12)

The proof is similar to that shown above.
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7.7 About 6 and ¢
The Kronecker 3 is sometimes written in different ways to make things "look nice",

82" =08% =82 =08 =8a,p . (7.7.1)
Eq (7.4.19) showed that that one can regard the above sequence of equalities as saying

g°=g% =g’ =g" =0 (7.7.2)

where these g objects are mixed versions of the symmetric rank-2 metric tensor ga». There is no "9
tensor", it is the g metric tensor, but tradition is to write the diagonal objects using the 6 symbol.

The object €apc . . . is a bit more complicated. It can at first be regarded as a mere bookkeeping device, in
which context it is usually called "the permutation tensor". It appears for example in the expansion of a
determinant in N dimensions,

det(M) = €abc. . .xM1aMap.... Mnx = €abe. . .xMa1Mpa2.....Myx (7.7.3)
or in an ordinary cross product in Cartesian space,
Aa = €apeBpCe . (774)

This permutation tensor has the usual properties that €123, .5 = +1, that &€ changes sign when any two
indices are swapped, and that € vanishes if two or more indices are the same. This permutation "tensor" is
not really a tensor since one would regard it as being the same in x-space or x'-space. Whether indices are
written up or down on this € is immaterial.

At another level, however, €apc. . .x With N indices (the same € symbol is used) is a covariant rank-N

tensor density of weight -1 known as the Levi-Civita tensor. This subject is addressed in Appendix D in
much detail. In what we call the Weinberg convention, individual indices of € can be raised and lowered
by g as discussed in Section 7.4 subsection 2, just as with any tensor. Therefore, in Cartesian space with g
= 1, indices on ¢ are raised and lowered with no consequence [ see (5.9.1) or (7.4.4) ], and then one can
identify any form of € as being the permutation tensor. For example, g3bc = €abe = sabc andsoon. Ina

non-Cartesian x-space, however, one would say that £ale = gbb €ab'e 7

convention, one sets 8123' N 3'123- -N

€abe. In the Weinberg

abc. .x

=lande = g3 -* hag the properties of the permutation

tensor described above and these properties are the same in x-space as in x'-space. Then for general g#1,
€abe. .x (lower indices) is NOT the permutation tensor. The bottom line is that one must be aware of the
space in which one is working (the Picture). The € appearing above in the determinant expansion (7.7.3)
is always just the permutation tensor, but in the cross product that is not the case, and one would properly
write

Aa = €apcB°C® (7.7.5)
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and conclude that the cross product of two ordinary contravariant vectors is a covariant vector density
(Section D.8). Again, in Cartesian space where one often works, this would be the same as A; =
g2P°BPCS = £,°.BPC® , but the "properly tilted form" A, = €apcBPCE reveals the tensor nature of the
object Aa. As mentioned below in Section 7.15, this "covariant" equation would appear as A'y =
S'ach'bC'c in x'-space, but since A'; is a covariant vector density, A'y # RabAb, and in fact A'; =]
R.°Ap,.

The permutation tensor €apc. . .x and the contravariant Levi-Civita tensor gabe. - .x

are both "totally
antisymmetric" which just means € changes sign if any pair of indices is swapped. In fact, as discussed in
Section D.3, there IS only one antisymmetric tensor of rank N apart from a multiplicative scalar factor,
and € -* is it. This fact simplifies various calculations. Technically, ¢ -"* is a totally
antisymmetric tensor density, but normally it is just called "the totally antisymmetric tensor". As implied
by (D.5.1), the covariant Levi-Civita tensor €apc...x 1S also totally antisymmetric and is therefore a
multiple of €3PS - ¥,

The reader is invited to peruse Appendix D at some appropriate time for more about tensor densities
and the € tensor.

7.8 Covariance and Matrix Multiplication

Before continuing the process of translation from developmental to standard notation, we digress
momentarily to consider the notion of covariance in developmental notation.

As we shall discuss in more detail below in Section 7.15, an equation is said to be covariant under the
transformation x' = F(x) if it has "the same form" in both x-space and x'-space. The "same form" means
that the equation looks the same but everything is primed in x'-space.

Example 1: Newton's Law F = ma is covariant under rotations (x' = F(x) = Rx), and in x'-space this law
takes the form F' = m'a’ which has the same form as the equation in x-space F = ma. Once we know that
F and a are contravariant vectors and m is a scalar, this conclusion is automatic from (2.3.2),

F =ma = F'=m'a’ proof: F'=RF=R(ma)=mRa =ma' =m'a' (7.8.1)

where m = m' follows since mass is a scalar under rotation. Thus, Newton's Law has the same form when
it is examined in two frames of reference related by a rotation. It is covariant under rotations.

Example 2: Consider the equation AeB = where A and B are contravariant vectors and e is the covariant
dot product shown in (5.10.3), AeB = g.,A.Bp. It was shown in (5.10.2) that the quantity AeB

transforms as a scalar under general transformation x' = F(x) so that A'eB' = AeB. Since the number = is
also a scalar under any transformation (it is a constant), one could say that n' = & (it is the same number
3.14159 in x'-space and x-space), so

AeB=1 = A'eB'=1' , equation is covariant. (7.8.2)

What we see here is that an equation is covariant IFF both sides of the equation transform as the same
tensorial tensor type under the transformation of interest. In Example 1, both sides of F = ma transform as
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contravariant vectors under rotations, and in Example 2 both sides of AeB = &t transform as scalars under
a general transformation.

Example 3: Consider the outer product equation (7.1.1) Tap = UaVp where U and V are contravariant
vectors. We show in (7.1.2) that Tap transforms as a contravariant rank-2 tensor. Both sides of this
equation transform in this way, so in x'-space the equation becomes T'ap = U'aV's. The equation is
therefore covariant under the transformation x' = F(x) with dx' = Rdx.

Approaching this example in a slightly different manner, suppose we define Tap = UaVy, where U and
V are contravariant vectors. We then ask: Is Tap a contravariant rank-2 tensor? Line (7.1.2) shows that
the answer is yes,

T'ap =U'V'y = (Raa'Ua') (Rbb'Vb') =Raa' Reb' Ua' V' =Raa' Rpp' Tarp: (783)
which matches the transformation rule as stated in (5.6.3).

Example 4: Suppose A and B are tensorial contravariant rank-2 tensors. Is the equation AB = C
covariant? If it were, we would have to show that in x'-space we have A'B' = C' where C is a contravariant
rank-2 tensor. To investigate, we use the rule (5.7.1) which states how a contravariant rank-2 tensor
transforms in terms of Picture A shown in (5.7.2) :

A'B'= (RART)(RBRT) = RA(RTR)BR” // since A and B are contra rank-2 tensors (7.8.4)
C'= RCRT =RABR” // assuming C is also a contra rank-2 tensor and AB =C

If it were true that RTR = 1, one would find from the first line above that A'B' = RABRT = RCRT = C' and
the answer would be yes, the equation AB = C is covariant. However, for a general Picture A
transformation with metric tensor g in x-space and g' in x'-space, what we know about R comes from
(5.7.6): g = R gRT.Even if g =1 so x-space is Cartesian, this says g' = RRT, but this tells us nothing
about RTR. So for a general transformation, we have R'R # 1 and so the equation AB = C is NOT
covariant. [In the special case that R is a rotation, so RT = R™? (real orthogonal), then R"R= RR=1]

As with Example 3, we can reformulate the current example in a different manner. Suppose we define
C = AB and specify that both A and B are contravariant rank-2 tensors. In this case, is C a contravariant
rank-2 tensor? If it were, we would have to have (A'B')= R(AB)RT from (5.7.1). But we showed above
that, since R™R # 1, we end up with (A'B') # R(AB)RT . Therefore, C = AB is not a contravariant rank-2
tensor.

Could C be a covariant rank-2 tensor? If it were, we would need to have (A'B") = S*(AB)S from
(5.7.1). But above we show that A'B' = RA(RTR)BRT and this is completely different from (A'B') =
ST(AB)S. Thus, C is not a covariant rank-2 tensor.

Since C has two indices, the only way it could be a tensorial tensor is if it is either a contravariant or a
covariant rank-2 tensor, but we have just ruled out both these possibilities.

Therefore C = AB is not a tensorial tensor of any kind whatsoever, even though A and B are tensorial
tensors.
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Matrix Rule #1. In developmental notation, if A and B are contravariant rank-2 tensors, the matrix
product AB is (in general) not a rank-2 tensor and is in fact not any kind of tensor. The equation C = AB
is not covariant. Mimicking the above discussion, the reader can show that the same conclusion applies to
C= KB, C = AB and C = AB : in none of these cases is C a tensor of any kind, and all these equations
are non-covariant. Similarly, the Rule applies to X = ABC or X = ABCD and so on. (7.8.5)

For this reason, we shall never ask how to transform an equation like X = ABC... from developmental to
standard notation. Equations which are non-covariant are simply of no interest, and can never describe a
physical relationship, as explained below in Section 7.15.

The attentive reader might ask: What about the equation g' = R g R which has the form X = ABC. And
if g = 1, what about g' = RRT whose form is X = AB? In both these cases, the left hand side is a

contravariant rank-2 tensor. These equations do not violate the Matrix Rule #1 above because the matrices
R and RT are not tensors of any kind, as noted below (7.5.2). Furthermore, one does not ask whether g' =

R g R” is covariant or not because it is an equation relating objects in different spaces and not all objects
in the equation are tensors.

We now consider the notion of matrix multiplication using mixed rank-2 tensors. Since we never
introduced such mixed tensors in our developmental notation, we have this discussion entirely in the
Standard Notation. Consider

C'5=A%B*;.  //implied sum on k (7.8.6)

The indices k have the right adjacency so one could think of this as being a matrix equation C = AB
where all three objects are "down-tilt rank-2 mixed tensors". Down-tilt just means the two indices are
tilting down like ij. We can ask again our questions of Example 4. If A and B are rank-2 tensors, is C =
AB covariant? And if we define C = AB, is C a rank-2 tensor?

The answer to both questions is yes.

To show that AB = C is covariant, we start with the second line of (7.5.8) with Rbb' = Sb'b from
(7.5.13) :

M'ab:Raa' Sbvb Ma'bv (758)
and we apply this transformation rule to both A and B to get
AvikBykj — (Ria' Sb'k Aavb') (Rka" Sb"j Ba"b")

=R% S%'x Rf.n 875 A*' B = R (SP'x RMar) S5 A% 5 B*'e

R*ar (SR)®'ar $°'5 A*'pB¥pr = Riar 8% an S°'5 A®'5:B*'pr

Rz S5 A%’ BP e =R%: S®5 (AB)*'pr =R, S°5 C®'pe

=y, // using (7.5.8) a third time with M = C (7.8.7)
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Thus we have shown that AB=C = A'B'=C'so our down-tilt matrix equation is covariant.

If we define C = AB where A and B are down-tilt mixed rank-2 tensors, then C will be a rank-2
down-tilt tensor providing we can show that (A'B')®, = R%,: S®'p (AB)®', = R®,. S®'y, C*'y . But this
is just what was shown above (albeit with different indices), so yes, C is also a down-tilt mixed rank-2
tensor.

One way to clarify the intention of C = AB is to write the matrix equation as Cqr = AgtBat where the
notation Ag¢ means the down-tilt mixed rank-2 tensor having components Aij. In other words,

Ct; = A*xB"; < (Cat)ij = (Aat)ix(Bat)ks (7.8.8)

where the matrices Car, Agqe and Bae can be regarded as ordinary linear algebra matrices. For example,
the identity det(XY) = det(X)det(Y) then says

det(Cgt) = det(Age)det(Bat) or det(C*+) = det(A™»)det(B*«) (7.8.9)

where we use wildcards to indicate the position of the indices of the elements which appear in the matrix
whose determinant we are computing.

It is easy to show that the conclusions reached above apply similarly to an all up-tilt matrix equation
C;?=A;* By3. // implied sum on k (7.8.10)
We thus arrive at:

Matrix Rule #2. In Standard Notation, it is reasonable to use matrix notation in the following two
situations involving mixed rank-2 tensors:

Cij = AikBkj Cat = AatBat dt = down-tilt
Csi3 = A;*By? Cut = AutBut ut= up-tilt (7.8.11)

In special relativity the down-tilt matrix form is most often used, and one just writes C = AB without
bothering with the dt clarifying subscripts. This is consistent with the usual statement x* = A¥,x" to

describe a Lorentz transformation acting on the contravariant vector x° (where A = our R).

Note: In the matrix equation Cij = AikBkj containing "down-tilt" mixed rank-2 tensors, the k index sum
"tilts up".

7.9 Matrix Inverse, Transpose and Determinant

Matrix Inverses

Consider the standard notation matrix equation AB=1 where (assuming det(A) # 1) we can write B = AL
As demonstrated above, AB = 1 can only be a covariant equation if A and B are both down-tilt or both

up-tilt mixed rank-2 tensors. Then we are talking about either AgeBat = lat or AutBut = lut, and the
corresponding Bat = (A'l)dt and Byt = (A'l)ut, all these being matrix equations . Thus
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AgtBae = lat Bat = (A Dae AikBkj = 8ij Bij = (A_l)ij
AutBut = Lt But = (A ™ )ue A;*Bi? =53 Byl =(A™):7 . (7.9.1)

In this context, we have shown that if A is a mixed rank-2 tensor, then (A™") is a mixed rank-2 tensor as
well, assuming it exists.

In (7.5.11) we considered S = R™* and R = S™ and reached the conclusions shown in (7.9.1) for the
cases A = S and R = B. It happens that in this special case, S and R are not tensors, but the results are still
valid.

It was shown in (7.4.19) that 14¢ is really g4+, the down-tilt form of the metric tensor g, and similarly

for 1u¢ :
lae = gat (1)i3: :gij =5i3: =0i,5
lut = gut (Di?=gi? =8:7=34,5. (7.9.2)

Thus first equation in (7.9.1) can be written in covariant form AgeBat = ga+ where all three matrices are
down-tilt mixed rank-2 tensors. And this is also true for AytBut = ut -

Transpose Matrices

It is possible to define the "covariant transpose" M’ (italic 7) of a matrix M in Standard Notation, and
things work out as follows, where M is any rank-2 tensor,

M7y = MP2 (RT)2> = Rb= (STy2> = gba
MD%=M*  R)%=Ry? (S)% =Sp?
MDP=M,  (R)LP=R> (SDa"=5%
(M")ap =Mpa (R"N)ab = Rpa (SNab=Sba . // covariant transpose (7.9.3)

The general rule is that, in each equation, the indices are reflected in a vertical line separating them.

The notation is "covariant" in that one can raise and lower indices at will in each equation and thereby
create a new valid equation. The drawback of this notation is that, when the indices are tilted, M in
general differs from what we might call the "matrix transpose" M* of a matrix M. When one transposes a

matrix, one normally means to swap the rows and columns, and that means to swap the indices. One
would then write

(MT)ab — Mba (RT)ab — Rba (ST)ab — sba
MH% =M.  RH*=R" (8" =S
(MT)ab = Mp? (RT)ab =Rp* (ST)ab =Sp*
(MT)ab = Mpa (RT)ab = Rpa (ST)ab=Sba . // matrix transpose (7.9.4)
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The middle two lines (tilted indices) are very non-covariant in form since for example (MT)?, = M, has
the up and down sense of index a and b not even matching. The use of the MT matrix transpose is in
theorems like det(M) = det(M™) where rows and columns are swapped without changing the determinant.

Comments:
1. The issue here is that one might have
(MT)ab — Mba 75 (MT)ab — Mba

If M is an x-space tensor and if the x-space metric tensor is g = 1, then up and down index positions don't
matter and our problem goes away,

(MDab=Mpa = M%)ap =Mpa
so then M" = M™. (7.9.5)

2. For R and S: As shown in (7.5.9), g'acts on the first index of R while g acts on the second index.
Conversely as shown in (7.5.10), g acts on the first index of S while g' acts on the second index. So up
and down indices are the same for R and S only if both g =1 and g' = 1. Only in this special case, which
implies a (local) rotation for x' = F(x), does one have R" =R”® and ST = S . This situation arises in
Appendix E where we have x" = Fy(x) and R and S (there called M and N) are rotations. (7.9.6)

3. As it turns out, regardless of g and g', one has
det(M) = det(M™) = det(M") (7.9.7)
for any index positions on the matrices. The traditional fact that det(M) = det(M?) is true for any kind of

square matrix, while the fact that det(M) = det(MT) is proven in (D.12.20). Since 7 and T are the same
when indices are both up or both down, the interesting case is when indices are tilted. Here is an outline,

det(M") = det([M']*5) =det(Myz*) = det(gs3 M35 g*') = det(ganMatgup)
= det(gan)det(Mge)det(gup) = g det(Mae) (1/g) = det(Mat) = det(Mij) = det(M) .
4. As shown in the next few paragraphs, in either up-tilt or down-tilt notations one can write,
RRT=R'R=1 SST=S8"S=1 RS=SR=1
R'=R1!=5 ST=81=R . (7.9.8)
Thus, both the R matrix and S matrix are "covariant real-orthogonal" for any underlying transformations

x' = F(x), even when R and S are not rotation matrices. Since the matrix elements are real, R and S are
also "covariant unitary".
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Restatement of Orthgonality Conditions

We shall generally avoid using the covariant transpose notation since it leads to results which can be
confusing although correct, but there will be times when we use it. To restate the potential confusion, in
developmental notation the statement RRT =1 (or RT = R, meaning "real orthogonal") implies that R is
a "rotation", where we include in this term the possibility of axis reflections. But in Standard Notation,
RR'" =1 is valid for any matrix R associated with a general transformation x' = F(x), rotations and non-
rotations alike. To see why this is so, just write out orthogonality rules from (7.6.4) :

#4 RPR%=0,° = RLRN=8.° =X RR"=1 (up-tilt).

#3 R%PRP=06% = R%PRNP.=8% =X RR"=1 (down-tilt) .

# RP.R,°=8," = (RNLPR=5,° =  R'R=1 (up-ilt).

#1 Rp*RP.=8%. = (RNHZHRP.=8% —  R'R=1 (down-tilt). (7.9.9)

The equations on the right are just restatements of the orthogonality rules. The same equations are valid
with R— S, for example

RR'=1=> RRH =1 = RH 'R =1 = RHR?=1= s'S=1.

To totally distinguish the above situations, we could use this rather unpleasant notation,

[RRT =1]py < Ris a "rotation" DN = Developmental Notation
[RRT = 1]sn,ut for any R associated with F SN,ut = Standard Notation, up-tilt
[RRT = 1]sn,at for any R associated with F SN,dt = Standard Notation, down-tilt  (7.9.10)

But such notations are not necessary if one understands that an equation like RR' = 1 implies all up-tilt or
all down-tilt matrices.

How to recognize a rotation

How then does one recognize a rotation matrix directly in Standard Notation? We translate using the rule
Rix— R*x shown in (7.5.2),

[RRT= I]DN — RikRjk = 8i,j — RikRjk = 6i,j .

A simpler alternate form for recognizing a rotation can be obtained as follows,
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RYRI=5; 5 // now apply S?; to both sides
S%;iR* R = $2;35; 5
(SR)*R7, = S3; //but SR = 1
5RI = S =R;? // tight side from (7.5.13)
R3, = R5® // if R is a rotation
Therefore, in Standard Notation a "rotation" can be identified in either of these two ways,
R*%RI =3; 5 or RI, =R;® // "rotation" . (7.9.11)

Matrix form of the transformation rule for a rank-2 tensor

Instead of trying to use this covariant transpose 7 superscript in the standard notation, we can get rid of T
in the developmental notation and then do our translation to standard notation. For example we start in
developmental notation,

M' =RMR* = M'aa=RapMpe(R%)cd = RabMbcRac = RapRacMbe (7.9.12)
Then we make the conversion using (7.5.2) Rijx — R*x and (7.4.1) Mgy — M2P .
M'ag = RabRacMpe - (M')ad = Radechc (79 1 3)

and this then is the Standard Notation rule for the way a contravariant rank-2 tensor transforms, as was
shown in the first line of (7.5.8).

However, notice that, where we make use of the "tilt reversal theorem" (7.4.15),

(M')294 = R*® R .M // covariant, so can lower index d on both sides

SO
(M")24 = R%RacMP® = R%R¢MP. = R}, MP.R4° = R%MP(R")%y = (RMR)34. (7.9.14)

Thus we can write M' = RMR in standard notation provided we assume that we are using all down-tilt

matrices. The same equation results if all matrices are up-tilt:

(M')ad — Radechc
SO
(Ml)ad — RadechC — RabecRdc — RabeC(RT)cd — (RMRT)ab (79 1 5)

We then arrive at this conclusion:
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Fact: The transformation rule for a rank-2 tensor M can be written in matrix notation in the Standard
Notation as

M'=RMR' all up-tilt or all down-tilt (7.9.16)
provided it is understood that all matrices are up-tilt or all are down-tilt. The result is very similar to what
it was in Developmental Notation: M' = RMR”. The use of the covariant transpose thus causes this

equation to maintain its form when we go to Standard Notation.

Transpose in Dirac Notation

In the Dirac notation dot products are represented as a e b =<a | b>= b e a =<b | a>. In general Dirac
theory (as used in quantum mechanics) one has <a|b> = <b|a>*, but all our scalar products are real so we
can ignore complex conjugation. Consider then,
<a|M|b>= <a|Mb> =ae (Mb)=a*(Mb); =a’[ M;b;] = a* M;7 b;
= by M;J a' = b5 M"3; a* =bj[M'a]’ = be(M'a) =<b|M'a> =<b|M' [a>. (7.9.17)

This proves:

Fact: In Dirac notation <a | M | b> = <b | M’ | a> for any rank-2 tensor M, where T is the covariant
transpose. (7.9.18)

If a and b are vectors in Cartesian space with g = 1, then <a | M | b>= <b| M” |a> since then M"=MT.
A fuller description of Dirac notation is presented in (E.7.4).

Summary of Covariant Transpose Equations

We summarize the above facts which relate to the covariant transpose in Standard Notation,

det(M) = det(MT) determinant matrix transpose theorem (7.9.7)
RS=SR=1 soR™*=SandS™* =R relation between S and R from their definition (7.5.11)
RR"=R'R=1= R'=R!=5§ orthogonality rules (R is covariant real orthog.) (7.9.8)
SST=8'S =11 = ST=8t =R orthogonality rules (S is covariant real orthog.) (7.9.8)
M'=RMR' how a (tilted) rank-2 tensor transforms (7.9.16)
<a|M|b>=<b| M' | a> Dirac matrix elements of operator M (7.9.17)  (7.9.19)

In these equations M is the covariant transpose shown in (7.9.3). It is assumed that all matrix products
involve matrices which are either all down-tilt or all up-tilt. The various orthogonality rules like RR" =1
are valid for any R matrix, not just for a rotation.
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Determinant of a Matrix

In developmental notation one writes
det(A) = €abe... A1aA2pAszc..... = €abe... Aa1l Ap2Acs..... (7920)

where the A; 5 are components of the contravariant rank-2 tensor A and where ¢ is the permutation tensor
discussed above in Section 7.7.

We have argued above that the notion of a rank-2 tensor being a matrix in Standard Notation is only
viable for mixed rank-2 tensor of either the down-tilt or up-tilt variety. Thus, the matrix determinants of
interest in Standard Notation would be these:

det(Age) = det(A™+) = €ape. .. Ata A%AS...... = €abe. .. A% AP2A%; ... (7.9.21)
det(Aut) = det(As+") = €ape. .. A1% APASC..... = €abe. .. A Ap2ASS..... (7.9.22)

Determinants of a rank-2 tensor A rarely appear in this document, but they do appear for the non-tensor
objects R and S as shown in (7.5.17), as needed for the Jacobian in (5.12.6).
For more information on determinants of rank-2 tensors see Section D.12.

7.10 Tensors of Rank n, direct products, Lie groups, symmetry and Ricci-Levi-Civita

The most general tensor of rank n (aka order n) will have some number s of contravariant indices and
then some number n-s of covariant indices. If s = n, the tensor is pure contravariant, and if s = 0, it is pure
covariant, otherwise it is "mixed" (as opposed to "pure"). The transformation of the tensor under F will
show a factor R®,: for each contravariant index, and a factor S*', ( = R.® by (7.5.13) ) for each
covariant index, as illustrated by this example :

T'abcde:Raa' Rbb' Rcc' Sd'dse'e Ta'b'c'd'e'
Tvabcde:Raa' Rbb' Rcc' Rdd' Ree' Ta'b'c'd'e' ) (7.10'1)

Note that for R%;+ and R,?' the second index is the summation index, but for S®', it is the first index.

A rank-n tensor always transforms the way an outer product of n vectors transforms if those vectors have
indices which type-match those of the tensor. In the above case, an object that would transform the same
as T2P%4. would be

A®BPC°D4E, . (7.10.2)

A tensor of rank-n has 2" tensor objects in its family since each index can be up or down. For example,
the tensor T above is one of 2> = 32 tensors one can form. Of these, one is pure covariant and one is pure
contravariant and 30 are mixed.

If any of these tensors is a tensor field, such as T®¢

de(X), then of course all family members are
tensor fields.
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Direct Products. Consider again the outer product of vectors AaBbCCDdEe. The transformation A'® =
R2,.A? occurs in an N-dimensional contravariant vector space we shall call R . In this space one could
establish a set of basis vectors, and of course there are rules for adding vectors and so on. Transformation
B = R®.B® occurs in an identical copy of the space R, but transformation D'q = S* ¢Dg: = Rq® Dag-

occurs in a covariant version of R we call & . Since dot products (inner products) have been established
for vectors in these spaces, they can be regarded as full blown Hilbert Spaces with the caveats of Section

5.10.
The transformation of the outer product object, as already noted, is given by

APBPC°D'4E'e = R%,: RPy: R%: Rq® Re® A?'BP'C®'Dyg:Ee: (7.10.3)

and one can consider the operator R®,: Rbb- R Rdd' R.®' as a transformation element in a so-called
direct product space which in this case would be written

Rap = ROIRORPRRO R (7.10.4)

One could then define

(Rap)*™ge ;abre®® = R%: R R%: Rg®' Re® (7.10.5)
so that
AlanbcuchdEve — (‘(de)abcde ;a'b'c'd'e' Aa'Bb'Cand'Ee' (7106)

and of course this would apply to any tensor of the same index configuration, such as
T'abcde :fdeabcde > a'b'c'd'e' Ta'b'c'd'e' . (7.10.7)

This suggests a definition of "tensor" as follows" : tensors are those objects that are transformed by all
possible direct product representations formable from the two fundamental vector representations R and
R. To this set of spaces one would add the identity space 7 to handle tensorial scalars.

Appendix E continues this direct product discussion in terms of the basis vectors that form a complete
set for a direct product space such as Rqp and shows how to expand tensors on such bases.

Lie Groups. The direct product notion is just a formalism, but the formalism has some implications when
the space R is associated with a "representation” of a Lie group. In this case, a direct product Rgp = R ®
R can be written as a sum of "irreducible" representations of that group. What this means is that the
transformation elements of Rqgp and the objects T3® can be shuffled around with linear combinations so
that (ﬂidp)aba-b-, when thought of as a matrix with columns labeled by N? ab possibilities and rows
labeled by the N? a'b' possibilities, appears in "block diagonal form" with all zeros outside the blocks. In
this case, the shuffled components of tensor T2® can be regarded as a non-interacting assembly of pieces
each of which transforms according to one of those blocks of the shuffled (J’de)abavbv.

The most famous example occurs with N=3 and the rotation group SU(2) in which case ) = R can
be decomposed according to Y ® 1) = R2 oM @ R where the ® symbols indicate this
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block diagonal form. In this case the blocks are 5x5, 3x3 and 1x1, fitting onto the diagonal of the 9x9
matrix area. The numbers L = 0,1,2 here label the rotation group representations and that label is
associated with angular momentum. The elements of the 5x5 block are called D(Z)M,M-((p,e,\y) where
MM' =2,1,0,-1.-2, and where ¢,0,y are the "Euler angles" which serve to label a particular rotation. This
D ®) object is the L=2 matrix representation of the rotation group. Taking two vectors A and B, one can

(0) (u

identify AeB as the combination transforming according to R scalar") and AxB ( linearly combined)

as that transforming as R ("vector"). The traceless symmetric matrix A;iBj - 0;,5AeB has 5
independent elements associated with R ( "quadrupole").

This whole reduction idea can be applied to larger direct products such as RV R @ M) and
tensor components T3P,

The Standard Model of elementary particle physics is chock full of direct products of this nature,
where the idea of rotational symmetry is extended to other kinds of "internal" symmetry, spin and isospin
being two examples. Representations of the Lie symmetry group SU(3) are associated with quarks which
are among of the fundamental building blocks of the Standard Model.

The group discussion above can be applied generally to quantum physics. The basic idea is that if "the
physics" (the Hamiltonian or Lagrangian) describing some quantum object is invariant under a certain
symmetry group (such as rotational symmetry or perhaps some discrete crystal symmetry), then the
quantum states of that object can be classified according to the representations of that group. The Bohr
hydrogen atom "physics" H ~ V2-1/|r| has perfect rotation group symmetry and is also symmetric about
the axis (angle y) from center to electron (no spin). The representation functions then must have M' = 0,
and then D(L)M,o((p,e,\y) ~ Y1u (0,0), the famous spherical harmonics that describe the "orbitals" which

have mystified first-year chemistry students for the last 100 years.

Historical Note: Ricci and Levi-Civita (see Refs) referred to rank-n tensors as "systems of order n" and
did not include mixed tensors in their 1900 paper. Nor did they use the Einstein summation convention,
since Einstein thought of that later on. They did use the up and down index notation pretty much as it is
used today, though the up indices are enclosed in parenthesis. Here is a direct quote from the paper where
the nature of the contravariant and covariant tensors is described (with crude translation below for non-
French readers). Equation (6) had typos which some thoughtful reader corrected: the y subscripts should
be r's and the x subscripts should be s's. In our notation 0xs/dyr — 0x%/0x'* = S%, = R,.°.
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Nous dirons qu'un systéme d’ordre m est covariant (et dans ce cas nous
désignerons ses éléments par des symboles tels que X, ..., (7,7, 7
pouvant prendre chacun toutes les valeurs 1,2, ---, %), si les éléments
Y,...r, du systtme transformé sont donnés par les formules
(6) K‘L"m""mz B S Xﬁ

1

Nous désignerons au contraire par des symboles tels que X7
les éléments dun systeme comtrevariant, cest & dire d'un systéme, dont
la transformation est représentée par les formules

Gxg Oy, ‘ oxg, ) $

S 8y, ay‘; 8y,= o éyg‘z o

7 Y{"l Ty Ty) S X(-’r‘:‘.' T ¥m) ayﬁ ay’r2 33”'7.-;
( ) = D3, %:1.5_@_3_5_’
1

les éléments X et Y se rapportant respectivement aux variables z et y. —

(7.10.8)
We will say that a system of order m is covariant (and in this case we will designate its elements by the
symbol Xy1,r2....) (ry,r2.... can each take all the values 1...n), if the elements Yp1,r2... . of the

transformed system are given by the formulas (6) .

We will designate on the contrary by the symbols X ®1:¥2----) the elements of a contravariant system,
which is to say of a system where the transformation is represented by the formulas (7),

the elements X and Y being related respectively to (presumably "are functions of") the variables x and y.

Their y is our x', and their n is our N. Notice that the indices on the coordinates themselves are taken
down, contrary to current usage. They do not explain why the words contravariant and covariant are used.

In our notation, the two equations above would be written

' — 'n. b’ _ " b

M'ape. .. _Raa Ry~ ..o Maprcr... _Zprimed N[a'b'c'...Raal Rp™ ... (6)

M@ =R RPpr . M2 =3 inea M2 R, R (7 (7.10.9)
7.11 The Contraction Tilt-Reversal Rule
In some complicated combination of multiple tensors, imagine there is somewhere a pair of summed
indices where one is up and the other is down. As noted above (7.4.15), such a sum is called a

contraction. The contracted indices could be on the same object or they could be on different objects. We
depict this situation with the following symbolic notation,

[ o] (7.11.1)

where the dashes indicate indices that we don't care about and which won't change -- each one could be
up or down. We know we can reverse the tilt this way, as in (7.4.11),
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[ """ Foe- a““] = gab Lac [ """ b= c“"] (71 12)

where the first g raises the index b to a, and the second g lowers the index ¢ to a. But the two g's are
inverses as in (7.4.1), gab gac = gba Zac = Op,c, Which at once gives the desired result (index b—a)

[ — a——-] =[---a--—-- g // the Contraction Tilt-Reversal Rule ~ (7.11.3)
A notable example of course is this:
APYoa=AY® = " AeY" // or perhaps " A.Y " as noted in Section 5.10 (7.11.4)

When is index tilt-reversal allowed and when is it not allowed?

It is always allowed when both indices of the tilted contraction are valid tensor indices. Consider these
four examples to be discussed below:

Ra"Ap=RapA®  Proof: Ra"Ap =Racg®™ gpaA” = g gnaRacA% = 8°aRacA” = RacA®
A®R.°#AR®  Proof: APR.®=g* A R%® g'qa =22 g'aa Ac R® # A_R®®
A%0, = A7 Proof: A20.f = g2A¢ 82a0%f = 22°gaaA 0% = 6%gA 0% = AO°f (7.11.5)
0aA® # 0%A, Proof: 0aA® = (2ac0°)g**Ad) = 2acg ¥ (0°Aa) + 2ac(@°g**)Aq

= 8c4(0°Aa) + 2ac(0°g*HAa = °Ac + (028> Aa # 0°Ac

In the first example, since R, is not a tensor, one is on dangerous ground doing the tilt reversal, but it
happens to work because the second index is associated with metric tensor g; 5 which is the same metric
tensor that raises and lowers indices of Ay. In the second example, the tilt-reversal fails because the first
index of R,® is associated with the x'-space metric tensor g's 5. In the third example, both indices are valid
tensor indices (with the same metric tensor).

The fourth example shows a failure of the tilt-reversal rule and this example is very important. The
inequality becomes an equality only if the underlying transformation F is linear so that R and S and g are
then constants independent of position. For general F, such as the F involved in curvilinear coordinate
transformations, the object 9,A® is not a rank-2 tensor and so the object 9,A% does not represent
contraction of two true tensor indices and therefore the "contraction tilt-reversal rule" does not apply. The
neutralization rule of Section 7.12 below also does not apply for this same reason, so 0,A® does not

transform as a scalar under general F.

Here is one more example along the lines of the fourth example above that shows the potential danger of
reversing a tilt when it is not justified. In this example, we use notation to be introduced in Section 7.16
below. Consider the equation,

V2 =By . (1) // valid
where
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By = a tensorial vector

Bb:c = 0cBp — IMpeBn = the covariant derivative of vector By, = a rank-2 tensor

£2P° = a rank-3 tensor density (weight -1) (the Levi-Civita tensor)

V@ = a vector density (weight -1) (7.11.6)
With regard to By : (a) in comma notation one writes 9cBp = Bp,c ; (b) [Mpe = [Mep
Since all indices on equation (1) are tensor indices, one can lower index a and reverse the b and c tilts to
get

Va=€apcB>'¢ . Q) // valid (7.11.7)

ab

Now go back to equation (1). Because £2°° is antisymmetric on b and ¢, whereas I is symmetric on b

and c, one can write £2°°Bp, = aachb,c since the I" term vanishes by symmetry. Thus one gets

V3 =¢3°By . . (3) // valid (7.11.8)
Were one to blindly lower a and reverse the b and c tilts, one would get

Va=€apcB>'° . 4) // NOT valid (7.11.9)
The reason for "not valid" is that the reversal of the b tilt is not justified. That is,

VaZSachb,c — SabcacBb — gbb' 8ab'c ac(gbb"Bb")

= Va=¢"" €ap % 0c(2bpB®") = 2°°' gaprc 8%(gupB®) // ¢ tilt reversal is OK

2™ gppr Eab'o(@° B”") + g% gaprc (0% gopr) BY

8" b £ab'c(0° B”') + ™" €aprc (0% gonr) B
= £abc(0°B®) + g™ €aprc (0% gopr) B
= £apeB®' ¢ + g% £aprc (0° gopr) B®' = €apcB°'C + extra term! (7.11.10)

It is due to this extra term that (4) is not valid. Basically this is the same as the fourth example above, but

the situation is embedded in a more complicated environment (extra tensors, tensor densities, comma

notation, covariant derivatives, other tilted indices, etc). One way to summarize the example is this:
(V2=¢°By, o) & (V2=£"By,c) © (Va=2cB”%) & (Va=tapcB” %) (7.11.11)

7.12 The Contraction Neutralization Rule

A contracted index pair plays no role in how a tensor object transforms; the two contracted indices
neutralize each other, as we now show. (7.12.1)
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First, recall that the indices on a general rank-n tensor (perhaps formed from several tensors) transform
the same way that an outer product of n vectors transforms, where the vector index types match those of
the tensor. The vectors transform this way,

V@ =R3 VP Va=SP.Vy . (7.5.3) and (7.5.4)

We take the same "big object" [-----%--------- a----] appearing in (7.11.1) and now ask how it transforms.

Below the X's represent either R or S factors for the dash indices (each of which might be up or down):

[ — a——]' = XXXXX R% XXXXXXXXX S5 XXXX [-----Pemmmeeme- -]
= §°, R% XXXXX XXXXXXXXX XXXX [-----Pmmeeemv o]
= §% XXXXX XXXXXXXXX XXXX [----Pemeeemmev ] //RS=
= XXXXX XXXXXXXXX XXXX [-----2mmmmee- a] (7.12.2)

where now the only X's left are for the other indices. Again we look at our canonical example,
APYo=AY3=AeY . (7.4.14)
The contracted vector indices neutralize each other and the resulting object transforms as a scalar.

Here are some examples of tensor transformations with 0,1 and 2 index pairs contracted:

T'®%ge =R%, R% R%: 844 S® ¢ T2 4ie // no pairs contracted

T e =R% R%: 8% T>'P'%', 0 // index a contracted

T, =R TP .o // index a and index b contracted

Q =Q where Q = A%Y, and Q'=A"Y', // index a contracted (7.12.3)

Tabc

This shows the idea that one can take a larger tensor like de and form from it smaller (lower rank)

tensors by contracting tilted pairs of indices. In the above example list we really have

DP°, = T3P°,. = a mixed rank-3 tensor

ES =T*°,, =a contravariant vector (rank-1 tensor)

Q= A®Y, = a scalar (rank-0 tensor). (7.12.4)
It is similarly possible to build larger tensors from smaller ones, for example

7%%e = VAW g L° (7.12.5)

which goes under the same rubric "outer product” mentioned earlier.
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7.13 The tangent and reciprocal base vectors and expansions on same

Tangent and reciprocal base vectors

Here are some basic translations. In the first four lines, n is a label, 1 is a tensor index:

(en)i — (en)* // contravariant index i
(en)i — (en)i // covariant index i
(En)i — (e™)* // contravariant index i
(En)i — (e")s // covariant index i
(en)i = Sin (3.2.5) — (en)i =gt =R, // contravariant index i
(En)i =Rni (6.3.2) - €My =S;" =R% // covariant index 1

(En)i =Rnxgki (6.1.4) — (€®)* =R%g"* =R™ // contravariant index i

En(E,)a(en)b =8p,a (6.2.16) — Zp(eM)a(en)p =0p,a // completeness

SnEnent =1 (6.2.24) — Tnete,t =1 /I completeness (matrix form) (7.13.1)
As noted earlier, writing a vector in bold such as e, is not enough to say whether the vector is
contravariant or covariant. Here we use an index position marker * on the right. For example, (e1)" is a
column vector of contravariant components, matching S*, = (en)* from (7.13.1).

S=[e1, ez €3 ... ex] (3.2.7) — S*«=[(e1)", (e2)", (e3)” .... (en)"] (7.13.2)

R= [Ey, Ez, Es ...Ex* (6.3.3) — R = [(eY)x, (€D)x, (€)x .... (€M)s]" (7.13.3)
The relationship between e® and ey, is very simple. Start with (6.1.2) and use (7.4.1) g'ap — 2'3° to get the
first result below. Then apply g'mn to the first result so g'mme” = g'mn g'ni e; = mi e; = e, which is the
second result:

En=ghie; — e® =g™e; and e, =ghniet. (7.13.4)
For either contravariant or covariant indices (indices are not shown!), g™ raises the label on e;, and
inverting one finds that g'n; lowers the label on e*. This fact makes things easy to remember. Using the

fact (3.2.6) that e; = @';x , one has g™ e; = g™ 0'ix = 9™ so the above line can be expressed as

En=ghie; — e =0"x and en =0nX . (7.13.5)

121



Chapter 7: Standard Notation

The dot products (6.2.4) translate this way:

€n ®€n= g'nm - €n ®€n = Z'nm = OnX® OnX len| = \ g'nn =h'n
Eneen=>0n,m — e"ecy =3y = 0"x ® Opx
EneEn =g — ee " =g™" = 0"x e 0"x e =~/g™ (7.13.6)

The "labels" on the base vectors behave in this dot product structure the same way that up and down
"indices" behave. This is the motivation for E, — €" . Thus, the three final equations can be regarded as

the same equation e, ® e, = g'nn where we can raise either or both indices/labels to get the other
equations. For example, " o ey = g™y = 8"y .

The dot product (6.1.7) becomes

Eh, euy, =Ryn  — e" eu, =R";  //=<e" | uy> in bra-ket notation (App E (g))  (7.13.7)

The matrix R" is a "basis change matrix" between basis ux and basis ek

Inverse tangent and reciprocal base vectors

Using the rules given above in (6.5.2),
geog R< S en — Uy enh — up E,— U}y E'n — U, (6.5.2)

we can obtain from (7.13.1) and (7.13.6) the corresponding results for the inverse tangent and reciprocal
base vectors:
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(E'n)i -
(U -
(Uvn)i -
(u'n)i = Rin -
(U'n)s = Sns —

(Un)i =Snkgxi —

(uln)i
(u'n)i
(uun)i

(u™);

(uvn)i —
(s =

(™" =

Rin — Snl
R;" =8%
Snkgykl — Snl

Chapter 7: Standard Notation

// contravariant index 1
// covariant index 1

// contravariant index 1

// covariant index 1
// contravariant index i
// covariant index 1

// contravariant index 1

Zn(ﬁ'n)a(u’n)b =08p,a (6.2.16) — Zp(u")a(u'n)p=08p,a // completeness

R=J[u';,u'2,u's ... u'y]

S= [I_J'1, [_J'z, [_J'3 I_J'N ]T

Un= Zni u'y

u'p ®UR= gnn -

!

Upeup= 8n,m

UpeUyn = Znm -

Summary table.

—
—

R n :gnluul

1 1 —

Unp ®*Up = Znm

The summary table given in (6.5.9) was this

axis-aligned basis vectors
dual partners to the above
tangent base vectors
reciprocal base vectors

x'-space
el
n

X-Space

We translate this entire table into Standard Notation:

axis-aligned basis vectors
dual partners to the above
tangent base vectors
reciprocal base vectors

x'-space
en
n

(S

1

Un

u™

R =[(u')", (u'2)", (u'3)" ... (u'y)"]
S e = [T, (U, (U ... (UN]"

and u'p =gn;u”

(7.13.8)
(6.5.9)
(€'n)i= On,i (Un)i=0n,1
(E'n)i =ghni (Un)i = gni
(u'n)i=Rin (én)i =Sin
(U'n)i = g'ia Sna (En)i = gia Rna
= gnaRia = g'naSia
(7.13.9)
(€)= 8" (un)* =35
(e™) = g™ Wht=g™
(u'n)" =R*, (en)" =S*'n=Ryp*
WM =g**8%, (M =g"*R",
(u™); =8 (e");=R"
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X-space expansions

The x-space expansions of (6.6.9)

V=Viu; +Vaus+.. = 2aVn Un where UpeV = V, Un=gni ui
V=V;U;+V, Uz +. = ¥pVn Uy where up eV = V,

V=V'1 e1+V'y es+... =2aVhaen where EpeV = V', En=ghie;
V=V1E +V3 Ex+.. =3,ViE, where e,eV = V' (6.6.9)

translate into the following :

V=Viu +V3u,+.. =3 V® u, where u" eV = V® ut =gy
V=Viu'+Vyu?+. = 2.V, u” where up eV = V,

V=Vle + Ve, +.. =X, V%e, where e"eV = V™ " =g™te;
V= Vel +Vye?+.. =3, Vyet where e,eV = V' (7.13.10)

x'-space expansions

Similarly, the x'-space expansions of (6.6.15)

V'=V'iei1+Vses+.. = 2nV'h €'y where E'ne V' = V' E'n=ghie
V=ViE1+VoE2+.. =3V, Eq where e e V' = V'

V'=Viu's + Vou's +... =3, Vou'y where U'neV' =V, Un=gniu'y
V'= \_71U'1 + \_/2U'2 +... = 2n \_/n Uy where u'n e V' = \_/n (6.6.15)

translate into the following :

Vi=vle+V?2e,+. = Z,V" ey where eTeV' = V" em=g™ ey
V=Viel+Vv,e?+. =XV, e™ where e, eV' = V',

V' =Viu'y + V', +... =X, Viu, where u®eV' = V" u™ =g u';
V'= Vlu’1 + V2u'2 +... =3, Vpu® where u'hLe V' =V, (7.13.11)

Summary of all expansions:

Using implied sum notation, we can now summarize the eight expansions above, plus the unit vector
expansion onto €, on just two lines :
V=V'u, =Vhau® =V”e, =V,e* = V"¢, // x-space expansions, = V"™ =h',V"
V=Voey,=Vsae® =Viuy =Vyu™. // X'-space expansions (7.13.12)

In all cases one sees a tilted index summation where one index is a vector index and the other is a basis
vector label. Half the forms shown above can be obtained from the others by just "reversing the tilt". The
power of the Standard Notation makes itself felt in relations like these.
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Due to this tilt situation, sometimes a basis like {e,} appearing in V. = V' e, is called a "covariant
basis" while the basis {€"} appearing in V = V', e” is called a "contravariant basis".

Corresponding expansions of higher rank tensors are presented in Section 7.17 below.

If V is a tensor density of weight W (see Appendix D and E) the rule for adjusting the above
expansions is to make the replacement V'™ — J¥ V'™ and V', — J" V', where J is the Jacobian of (5.12.6).
7.14 Comment on Covariant versus Contravariant
Consider this expansion for a vector V in x-space,

V =V"b, Vi=Vebh" (7.14.1)

where by, is some basis having dual basis b” where as usual b, e b™ = §,", see Section 6.2. Imagine
taking V® — V' ® =R", V™ and b; — b;' = Q;? bs. What Q would cause the following to be true?

V = Vba= V™', . (7.14.2)

In other words, how does one transform that basis b, such that the vector V remains unchanged if V" is
transformed contravariantly? The answer to this question is that Q;7 = R;? since then (using R
orthogonality rule #2 of (7.6.4) )

V™'n = [R% V][ RaI b3] = (R®mRy?) VOby =8x3 V:by =VI by =V'b, . (7.14.3)
Compare then the transformation of V* with that of the basis by:

V' R=RY V

bn' =R."bn (7.14.4)
The V™ vector components transform with R, but the basis vectors have to transform with R,™ to
maintain the invariance of the vector V. One varies with the down-tilt R, while the other varies with the
up-tilt R, so the two objects are varying against each other in this tilt sense. They are "contra-varying", so

one refers to the components V" as contravariant components with respect to the basis by, .

If one starts over with V, components and the b™ "dual" (reciprocal) expansion vectors and asks for a
solution to this corresponding problem,

V = Vpb"=Vy,b™ (7.14.5)

one finds not surprisingly that the dual basis must vary as b™ =R"; b™ and then one has
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V'n = an Vi
b™ =R", b™ (7.14.6)

which is the previous result with all indices up<>down. Comparing the tilts, one would say that the V
again "contra vary" with the way the b™ vary to maintain invariance of V. But one does not care about the
dual basis, one cares about the basis, so relative to the basis b, one has

V'h = an Vn
by =R;™ by . (7.14.7)

If the basis by, is varied as shown in (7.14.7), then the dual basis b™ varies as in (7.14.6) and V of (7.14.5)
remains invariant. Comparing now the way the Vp, transform with the way the basis vectors by, transform
in (7.14.7), one sees that both equations have the same tilted R,™. They are "co-varying", so one refers to
the components Vy, as covariant components with respect to the basis by, .

7.15 The Significance of Tensor Analysis

"Why is tensor analysis important?", the reader might ask in the midst of this storm of index shuffling.
Now is a good time to answer the question. Consider the following sample equation in x-space, where the
fields Q, H, T and B may or may not be tensor fields:

Qa%(x) = Hap(x) T?(x) BY(x) . (7.15.1)

Notice that when contracted indices are ignored, the remaining indices have the same type on both sides.
If the various objects really were tensors, one would say this was a "valid tensor equation" based on the
index structure just described.

One says that an equation is "covariant with respect to transformation x' = F(x)" if the equation has
exactly the same form in x'-space that it has in x-space , which for our example would be

Q'a%e(x) = H'ap(x)T®e(x) BU(x) . (7.15.2)

Here the word "covariant" has a new meaning, different from its being a type of vector or index. The
meaning is related in the sense that, comparing the above two equations, everything has "moved" in the
same manner ("co-varied") under the transformation. (Some authors think the word "invariant" is more
appropriate; Ricci and Levi-Civita used the term "absolute"; continuum mechanics uses the term "frame-
indifferent".)

If the objects Q, H, T and B are tensors under F, then covariance of any valid tensor equation like the
one shown above is guaranteed!!

The reason is that, once the contracted indices on the two sides are ignored according to the
"contraction neutralization rule" (7.12.1), the objects on the two sides of the equation have the same
indices which are of the same type, so both sides are tensors of the same type, and therefore both sides
transform from x-space to x'-space in the same way. If one starts, for example, with the primed equation
and installs the known transformations for all the pieces, one ends up with the unprimed equation.
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If this explanation is not convincing, a brute force demonstration can perhaps help out. The following
is also a good exercise is using the two tilt forms of the R matrix. Recall from (7.5.13) that S®, = R,° and
that SR =1 is replaced by the various orthogonality rules (7.6.4).

We shall process the primed equation into the unprimed one :
Q'.%(x") = H'ap(x) T®¢(x") B'(x") // x'-space equation (7.15.3)
[Ra® R%'Re® ' Qar® c'(®)] = [Ra® Rs” Harp' (0] [R%rRe® T2 (x) ] [R%BY (x)]
= Ra® R%: Re®' (Rp” R%) Harp(x) T o0 (x)BY (x) (7.15.4)
Using orthogonality rule #1 of (7.6.4) we continue

= R.® R%: RS (8®'pv) Harp'(x) T ¢ (x) B (x)
= Ra* R% Rc® Ha'p (%) T (x) B (x) (7.15.5)

so that, using the fact that Q is a tensor to replace Q' on the left side of (7.15.3),

(Ra® R%'Re®) Qar®'c'(® = (Ra® R%: Re®) Harpr(x) T o (x) BY (). (7.15.6)
Now apply the Cancellation Rule (7.6.12) three times to conclude that

Qa %' ¢ (x) =Harp'(x) T? ¢ (x) BY (x) (7.15.7)
and then remove all primes on indices to get

Qadc(x) = Hab(x)Tbc(x) Bd(x) . // x-space equation (7.15.8)
Thus it has been shown that, if all the objects transform as tensors, the equation is covariant.
Tensor density equations are also covariant. As discussed in Appendix D, a tensor density of weight W is

a generalization of a tensor which has the same transformation rule as a regular tensor, but there is an
extra factor of J™ on the right hand side of the rule, where J is the Jacobian J = detS. For example,

Q2 e(x') = I Raa'Rdd'Rcc'Qa'd'c'(X) (7.15.9)
would indicate that Q was a tensor density of weight Wq. If Wg = 0, then Q is a regular tensor. With this

definition in mind, it is easy to generalize the notion of a "covariant equation" to include tensor densities.
Consider some arbitrary tensor equation which we represent by our example above,

Qa%a(x) = Han(X) T c(x) BY(x) . (7.15.8)

Suppose all four objects Q, H, T, B are tensor densities with weights Wg, Wy, Wr, Wg. [f the four objects
Q, H, T, B are tensor densities, and if the up/down free indices match on both sides (the non-contracted
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indices), and if Wg = Wy + Wg + Wg, then this is a "valid tensor density equation" and covariance is
guaranteed, so it follows that

Q'a%c(x') = H'ap(x)T®c(x') BU(X) . (7.15.3)

It is trivial to edit the above proof by just adding weight factors in the right places and then of course they
cancel out on the two sides.

Examples of covariant tensor equations: In special relativity, which happens to involve /inear Lorentz
transformations, a fundamental principle is that any "equation of motion" describing anything at all
(particles, EM fields, etc) must be covariant with respect to Lorentz transformations, or it cannot be a
valid equation of motion (ignoring general relativity). An equation of motion must look the same in a
reference frame which is rotated, boosted, or related by any combination of boosts and rotations to some
original frame of reference (see Section 5.14)).

As was noted earlier, the tradition is to write 4-vector indices as Greek letters and 3-vector spatial
indices as Latin letters. For example, we can define the "electromagnetic field-strength tensor" (rank-2)
this way in terms of the 4-vector "vector potential” AP:

FR¥ = gAY . oVAF with API(%(p, A) (7.15.10)

where " means g"*0,, the contravariant form of the gradient operator. The components are then

0 —E./e —E,/jc —E./c

puw _ |E:fe 0 —-B. B,
E,Jc B. 0 -B,
E.Jc -B, B, 0

(7.15.11)

where c is the speed of light and of course E and B are the electric and magnetic fields. Maxwell's two
inhomogeneous equations (that is, the two with sources) are, in SI units where gopo= 1/02,

OyF?Y =po J¥ with J# = (cp,J) (7.15.12)
while the two homogeneous equations become
OoFpv T OpFya + OvFon =0 or OoFpv T cyclic=0. (7.15.13)

Comment: With some effort, one can show that (7.15.12) says curl B - poeg0tE = pod and div E = p/gq .
Similarly, (7.15.13) says that curl E + 0B = 0 and div B = 0, where B = curl A. A is the vector potential,
¢ is the scalar potential, J is current density, p is charge density, all in SI units.

One can see that each of the above equations involves only tensors and we expect that in x'-space these
equations will take the form
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. 1
OVF'"™ =poJ* with J®=(cp',J') and A% = (L0, A"
OoF 'y + 0uF g + Oy g =0 or  OF s +eyclic=0. (7.15.14)

Objects like 6,F"" and 0qFyy are true rank-3 tensors because the transformation F is linear. Notice that

both sides of (7.15.12) transform as a contravariant vector, while both sides of (7.15.13) transform as a
covariant rank-3 tensor (the right side is the all-zero rank-3 tensor).

Covariance of tensor equations involving derivatives with non-linear F. A tensor equation which involves
derivatives of tensors is non-covariant under transformations F which are non-linear. The reason is that
the derivative of a tensor is, in that case, not a tensor, as shown in the next Section. Such tensor equations
can be made covariant by replacement of all derivatives by covariant derivatives (which are indicated by
a semicolon). In general relativity, this is known as the Principle of General Covariance (Weinberg p
106). A simple example is the tensor equation gap;c = 0 shown in (F.9.13). Examples relating to the

transformation from Cartesian to curvilinear coordinates appear in Chapter 15.

7.16 The Christoffel Business: covariant derivatives

This subject is treated in full detail in Appendix F, but here we provide some motivation. It should be
noted that a normal derivative is sometimes written 0;Vy, = Vp,a With a comma, whereas the covariant

derivative discussed below is written Vy ;5 with a semicolon.

When a transformation F is non-linear, the matrix R®, is a function of x. Thus one gets the following
transformation for a lower index derivative of a covariant vector field component 0,Vp(Xx), where a
"second term" quite logically appears,

(@'aV'p) = (Ra%0a) (Rp°Ve) =Ra” Rp® (0aVe) + Ra"(@a Rp%)Ve . (7.16.1)
This second term did not arise in (2.4.3) where we looked at 05 on a scalar field ¢'(x") = ¢(x),
(029 = (Ra%a) ¢ = Ra® (84 9). (7.16.2)

In special relativity, for example, where transformations are linear, 64 Ry = 0, there is no second term,
and the object 0, Vp, transforms as a covariant rank-2 tensor,

(@aV's) =Ra¥Rp® (8aVe) . /I F is a linear transformation (7.16.3)

But in the general case the second term is present, so 04V fails to transform as a rank-2 covariant tensor.
In this case, one defines a certain "covariant derivative" which itself has an extra piece

Vbia = 0aVp — I ap Vi = Va:e = 0cVa—I*eq Vi (7.16.4)

where 'y, is a certain function of the metric tensor g. One then finds that
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V'p;a = R;,,‘:1 Rp®Vg4.c // the notation VcVg =V g; ¢ is also commonly used
or
[02V's—T% s Vi] = Ra®Rp® [0aVe—Iea Vi] (7.16.5)

so that this covariant derivative of a covariant vector field V. transforms as a covariant rank-2 tensor
even with non-linear transformation F (see Christoffel Ref., 1869). This issue arises in general relativity
and elsewhere. The object I,y (sometimes called the "Christoffel connection™) is given by

.= {abc} = {acb} = ng [ab,d] =% gcd( Oagbd T ObZad — OdZab ) // Christoffel 2nd kind

(7.16.6)
Tgap = [ab,d] =% ( Oagbd T Op€ad — Odgab ) /I Christoffel 1st kind

and this is where the various "Christoffel symbols" come into play. In general relativity and elsewhere,
I'®ap is known as the "affine connection" which represents the effect of "curved space" appearing as a
force which acts on a mass (that is to say, a gravitational force), see Section 5.15.

Warning: There is a differently defined version of I'4y, floating around in the literature. The version
used above and everywhere in this document is that of Weinberg and is the most common form.

The derivative of any tensor field other than a scalar field shows this same complication when the
underlying transformation F is non-linear. For example, 0agpa(x) does not transform as a rank-3 tensor,

0'agba(x) = (Ra"00)(Rp" Ra®'gb'a') = Ra®Rp" Ra® (@a gorar) + other terms (7.16.7)

and therefore neither of the Christoffel symbols I'qap, or I'°ap transforms as a tensor in this case.
See Appendix F for more detail.

7.17 Expansions of higher order tensors

Appendix E clarifies the use of direct product and polyadic notations for describing the basis vector
combinations onto which higher order tensors can be expanded in a simple generalization of the vector
expansions presented in Section 7.13 above, summarized in (7.13.12). There it was shown that a vector A
can be expanded in two interesting ways :

A =%, A" u, A" are the contravariant components of A in x-space
A =3, A%e,. A" are the contravariant components of A in x'-space  (7.17.1)

In the first, u, are axis-aligned basis vectors, and in the second e, are the tangent base vectors. If A is
instead a tensor of rank n, these expansions are replaced by

A=Zs5x. .. ALk (u;®u3Quy...) AY3%- - are the contravariant components of A in x-space

A=%i5x. .. NGEATRE (e:1®e;®e...) A% -+ are the contravariant components of A in x'-space
(7.17.2)
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where there are n indices in each sum, n factors in the direct products, and n contravariant indices on the
components of tensors A in x-space and in x'-space. In the polyadic notation the direct-product crosses are
eliminated giving

A=Zs5x. .. ALk - u;iu5Ug... A% are the contravariant components of A in x-space
A=%i5k. .. AL - eiejex... A™3%- - are the contravariant components of A in x'-space . (7.17.3)

In the case of rank-2 tensors, a product like u;®u;y = ujuy is called a dyadic (see Section E.4). In this
case (only) the product can be visualized as uiuTj which is a matrix constructed from a column vector to
the left of a row vector. Thus one can write

A=Z;5 A1d uiuTj A7 are the contravariant components of A in x-space
A=%;s5 A eieTj . A" are the contravariant components of A in x'-space . (7.17.4)

Section E.7 promotes the interpretation of a rank-2 tensor A as an operator in a Hilbert space, where the
matrices A*J and A7 are matrices associated with the operator A in different bases,

A™ =<y™ | A|u™> = the x-space components of tensor A
A =<e" | A | e™> = the x'-space components of tensor A . (7.17.5)

These expansion methods are used in Appendices G and H to derive curvilinear expressions for two
objects that play a role in continuum mechanics, (Vv) and div(T) (where T is a tensor).

7.18 Collection of Facts about basis vectors e, , u', and by.

Recall this Developmental Notation block of information regarding the e, family of basis vectors, (6.4.1),

(en)i = glj (en)5 (En)l glj (En); [en=gen En=g Eq] (5.8.4)

(e'n)i =Rjij(en); (E’n)i = Rij(E‘n)j [en=Ren Evn =R E:]

(e'n)i =Sji(en); (E'n)i=S3i(En); [en=S"¢e, E,=STE,] (251

(en)i = Sin (En)i = gljR gvanij (en)i = i n (En)i = g'ni

(en)J. g:.j jn = jig'jn (En)i = Rni (en )i = g ni (En )i = 8n,i
(6.3.3) (6.3.9)

en ®en=g'nm = len| =1/g'an = h'n  (scale factor) En=ghie;

En'emZSn,m (S g'ni E;

EneEn=¢gmum = |En| =/gnn - (6.2.4)
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ehee'n=gnnm = le'n] =A/g'an = h'n  (scale factor) E'n=ghie'i

E'nee'n= 8n,m e'nh= g'ni E';

EheEw=¢gm = |E'4| =\lg'm . (6.2.7)

(En)i(en); = 85, 5 [ZaEnent =1] (6.2.16) and (6.2.24) DN  (6.4.1)

We shall now manually translate this entire block into Standard Notation. In doing so, we use

gab — g% // the contravariant rank-2 metric tensor g (and similarly for g')

gab — Lab // the covariant rank-2 metric tensor g (7.4.1)
Six = S™ (7.5.4)
s*; =Ry (7.5.13)

and (7.13.1) for everything else. Matrix equations are ignored and only their component forms are
translated. Here is the result,

(en)i = g1 (en)’ (e”); = gi; (e”)? (5.8.4)

(€)' =R%sj(en)’ (@™ =R’

(e'n)i = S7i(en); = Ril(en); (e™)i=S%i(e"5 =RiI(™y (2.5.1)

(en)i — Si _ ni - (en)i — gl]RnJ — gvnjsij (eln)i — Sni (e'n)i — gvni

(€n)s = glj n = Rjig'jn (en)i = Rni (e'n)i=ghni (e'")i = 6ni
(6.3.3) (6.3.9)

€n®en = 'm = len] =\/g'nn = h'n  (scale factor) e =g e;

e’ e en = 6nm en = glni ei

ele =" = e? =4/g™ . (6.2.4)

e'hee'n=ghn = le'al =\/gnn = h'n (scale factor) =g™te!

eeeg =8n n_gnie

eMeem=g™ = e =4/g™ . (6.2.7)

(€i(en)’ =087 (6.2.16) // completeness SN (7.18.1)

Recall that {Ey, en} are a dual pair in the sense of Section 6.2, For the inverse transformation, we also had
{Up', u'n} as a dual pair in Section 6.5, and the block of data about the u', family of vectors was stated

in (6.5.3) in developmental notation. We could translate that into standard notation as we did the above,
but it is easier to translate (7.18.1) using the rules (6.5.2)

geg Re S en — Uy en — un E,— U, E'n — Un (6.5.2)
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translated to Standard Notation

geg Re S en — U'p e'nh — un e’ —>u” e —»u” (7.18.2)
Applying these rules one at a time to (7.18.1) we obtain this data block for the u'y, family,
(u'n)s = g's5 (u'n)? (U™ = gls5 (u)? (5.8.4)
(un)' =S*un)y (W' =84’
(un); = R73(u'n)5 = Si’(u'n); (uM: =R ;(u™)y =S:?(w™); (2.5.1)
(uvn)i — Rin: Sni - (um)i — glijsnj — ganlJ (un)i — 8ni (un)i — gni
(u'n)i =g'i5RIn=S%g5n (U™); = S"=R;" (Un)i = Eni (u™); =8"
(6.3.3) (6.3.9)
u'peu'n=gnn = lu'n| =A/gan = hn (scale factor) u™ =g u';
ueun=938" Uy =gn; ut
u”eu™=g" = u™ = \/?‘ (6.2.4)
Up ® Ug = Enn = lug| = \/gnn = h, (scale factor) =gy
u” e uy, =3 Up=gni u"
uey™=g" = u? =4/g™ (6.2.7)
u™)i(u'n)? =83  (6.2.16) // completeness SN (7.18.3)

Finally, we shall restate (7.18.1) for the generic dual pair {By, bn} of Section 6.2. Without detailed proof,
we claim that one can in general construct a transformation x' = Fy(x) for which some generic complete

set of vectors bn(X) are the tangent base vectors like en(x) are for x' = F(x). For this transformation Fy,
one would have (by); = (Sp(X))in from (3.2.6), so matrix Sp(x) would be known. Then Ry, = (Sb)'1 is also
known, and one would then integrate (2.1.6) dx' = Ry(x) dx to obtain a viable Fy(x).

As discussed in Section 6.2, for this given set of {By, bn}, we defined W'px = bpeby in developmental

notation which is analogous to g'nx = en ® ex for F(x). Thus suggests we rename W'—w' and then we

have g'nk = en ® ex for F(x) and W'nx = b, ® by for Fp(x), where w' = W. In Standard Notation these

equations become g'nx = ep ® ex and W'nx = by, ® by since

W'nk = V_V'nk like — g'nk
|nk

E'nk
g'nk

!
Wk
nk

W'nk — w — g

So the rules for translating (7.18.1) from e, to generic by, are are very simple :

(7.18.4)
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e—b // that is, e, — by, € — b"™ and the same for primed basis vectors

g —w'  //thatis, g'ij — w's; and g*I— w3 (7.18.5)
Note that the arrows — in (7.18.4) are for DN—SN, whereas those in (7.18.5) are SN e — SN b.

The result is

(bn): = g1 (bn)’ (b™); = g1 (b™)? (5.8.4)

(b')" =R¥j(ba)’ (™) =R

(b'n)z = $71(bn)3 = Ri7(bn); (b'); =S%:(b™); =R B3 (2.5.1)

(bn)i = Sin — Rni (bn)i — gljl{l’lJ — anjsij (bnv)i — Sni (b'n)i _ ani

(bn)s = 1387 = R%:W'3n  (b); = R% (ba)i=Wni  (b™);=5%
(6.3.3) (6.3.9)

by @ by = W'nn = [bn| =4/W'an = h'n (scale factor)  b"= w™ by

bn [ ] bm = 8nm bn — W'ni bi

b™ e b™ = w™® = b7 =A™ (6.2.4)

bhebn=Wm = Ib'a| =/Whnn = h'n (scale factor) b= w™t by

b'™ e b'y =57 b'n=wn; b
bPeb™=w™ = b7 =[w™ . (6.2.7)
(b™)i(bn)? =87 (6.2.16) // completeness SN (7.18.6)

7.19 More on basis vectors and matrix elements of R and S
Ambiguity
In the summary tables of Section 7.18 we see various equations like these,

(un)' =8," (en)" =Ryp* (e'n)* = 8n* (')t =RY, . (7.19.1)
There is a certain ambiguity in writing, for example, (es)* : it is not clearly stated in what basis
component i is evaluated! The basis depends on the expansion in which a component appears. For
example, from (7.13.10) we write for a generic vector V,

V=3;V' uy utev = V? (7.13.10)

and we then know that V* is a component in the u-basis. Applying this to V = e, (an x-space vector) we
conclude that
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en= ;i (en)* us utee, = (en) . (7.19.2)
Thus, (en)* is in fact a component in the u-basis, not for example the e-basis. We would then write
(en)* = (en)™* =R, . (7.19.3)

This is the "natural basis" to use for the components of e, and for any x-space vector V where we use the
natural expansion V= X;V* u; shown above.

One could however expand e, on the e, basis to get
en= ;i (en)®* e etee, = (en)®t =54, . (7.19.4)
Then with no ambiguity one could write

(en) ™* = R? // natural
(en)®* = 5.t (7.19.5)

Thus, when we write (en)*, we imply that we are using the u-basis for the components. Since this applies

to any x-space vector, it is also true for (un)t, 50 (up)*=(up) @ *=u* e uy,.
What about x'-space vectors? From (7.13.11) we write
V'=3:(V) ey eteV' = (V). (7.13.11)
Applying this to V' = e', (an x'-space vector) we conclude that
e'h="3;i(e'n)" €5 etee, = (e'n)t =5, . (7.19.6)
Thus, (e'n)* is in fact a component in the ¢'-basis, not for example the u'-basis. We would then write
(') = (e') " =&:" . (7.19.7)

This is the "natural basis" to use for the components of e'y and for any x'-space vector V' where we use
the natural expansion V' = X;(V")"* e's shown above.

One could however expand e'y on the u'y, basis to get
eh=3; (') uy utee, = (e)® =utee, = (et =R, (7.19.8)
Then with no ambiguity one could write

(e'n) et = 5.2 // natural
()@ = Ry (7.19.9)
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Thus, when we write (e's)*, we imply that we are using the e'-basis for the components. Since this applies

to any x'-space vector, it is also true for (u'y)}, so (u'n)t =(u'n)©* =e* o u'y,.
We summarize the above discussion as follows:

Fact: up and e, components are by default presented in the u-basis (7.19.10)
e'n and u'y, components are by default presented in the e'-basis

Table of basis vector dot products

Since there are four kinds of basis vectors of interest, up,, en, u'y and e', with lower labels, one might
imagine there are 16 scalar products of interest,

' \

u (5] uw c
u ueu uee ueu' uee'
e eeul cec eeu’' eec'
u' u'eu u'ee u'eu' u'ee'
e' e'ou c'ec g'ou'  c'ec'

However, since a scalar product only exists within a Hilbert space (x-space or x'-space), the cross space
entries in this table make no sense, so we eliminate them to get

' \

u (5] uw c
u ueu uee - -
(§] cou ceg - -
u' - - u'eu' u'ec'
e' - - c'eu' c'ec' (7.19.11)

Since uee = ceou and u'ec' = e'ou', we see that there are only 6 distinct scalar products of interest.
Collecting data from the tables (7.13.1) and (7.13.2) we summarize these 6 cases as follows:

Table of basis vector dot products:
(un)l :ul.un — <ul |un> — gln — uvl.uvn :<u|1 u|n>
(en)" =u'ee, = <u|e,> =S, =R,"

i

(env)l =etee, = <e" | €'h>= g’ln =e'ee, <e”|ep~>

(un)* =eeu’y = <e™ |up>=RY = Syt (7.19.12)
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Since a e b = a' e b', the first and third lines each contain 2 of the 6 cases. We are careful to use the
correct tensor notation g,* and g',* for 8, as discussed near equation (7.4.17). Doing this, we may state
the following :

Fact: In any of the above equation lines, one may raise the label n and/or lower the label/index i and end
up with another valid equation line. (7.19.13)

In this manner, from the 4 lines above one may generate 12 more lines of equations.

Note that we have slipped in the Dirac notation < | > described in (E.7.4) as an alternate way to write the
dot products.

As an example of the above Fact, if we raise the label n in the third line we get these valid equations,

(env)i :e.i.en. :<e'i |eny>:gyin — ei.en _ <ei|en>

and if we then lower index i, we get another set of valid equations,
(env)i :eli.env :<e'i |env>: g'in — ej_.en — <ei|en>.

To prove the above Fact, one first observes in which space a vector lies, so one knows which metric
tensor raises and lowers the index. Then one uses these facts from (7.18.1) and (7.18.3),

en — g.nl el eyn — gynl e'l un — gnl ul uyn — gnl uyl

en=ghi e e'nh=ghi e Up=gni u” uh=gn; ut . (7.19.14)
For example, consider the third line in (7.19.12),
(en)l :ul.en :<lll|en>=Rnl.

Apply g ™ to get
g'mn (en)i :g'mn ui oe, :g'mn<ui | en>:g'mn Rni
or
[g™ ea]' =ue[g ™ es] =<u'|[g ™ en>=g ™Ry
or
(€)' =u' e [e"] =<u®|e">=R™ // see (7.5.9) about R™

which shows that the label n can be raised to get another valid set of equations. Now start with the same
third line in (7.19.12) and instead apply g4: to get

gji(en)i = gjilli ®€h = gji<ufL |en>= gjiRni
or
gji(en)” = [gyiu] e en = <gjiu™ |en>= gyiRy*
or
(én); = uj®en =<uj|en> =Rpj // see (7.5.9) about Rpj
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which shows that the index i can be lowered to get another valid set of equations.

Matrix elements of R and S

One can regard the elements Rij and Sij as being certain matrix elements of operators R and S, and this
is most easily handled in the Dirac bra-ket notation of (E.7.4). Since V' = RV (vector transformation rule)
one sees that a matrix element <a' | R | b> = <a' | R b> must have | b> being an x-space vector, and <a'|
being a transposed x'-space vector.

We shall now compute matrix elements of R in several basis combinations. As examples of V' = RV we
know that,

en=Re,

u'n=Ru,
or

le'n™>=R |ex>

[u'n>=R |[uy>. (7.19.15)
We can "close on the left" in various ways. For example,

<evl | evn> — <evl | R | en> — g’ln

<u |eh>=<u? |R|ex>=8" =Ry’ (7.19.16)

Here we look up the scalar products on the left of each line using table (7.19.12), making use of Fact
(7.19.13), and adjusting the various index names and the up and down index sense.

Now start instead with the second equation of (7.19.15) and close two ways, again looking up the basis
vector scalar products in (7.19.12),

<e® Jup>=<e” |R|up> =R*%=S,"

<u™ Ju'y>=<u? |R|uy> =g's. (7.19.17)
Here then are four R matrix elements of interest,

<e |R|ep> =gy

<u? |R|ey> =SH =Ryt

<e™ |R|uy> =R*Y, =S,*

<u” |R|up> =gy . (7.19.18)
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To get matrix elements of S, we use the fact (7.9.8) that R = ST and the fact (7.9.17) that <a|S|b> =
<b|ST|a> = <b|R|a>, so we translate the above four lines:

<en |S|et>= <et |[R|ep> = gin

<en |S|u*>= <u® |R|ep> = S =Ryq'

<up |S|et> =<e® |R|up> = Ri, =81

cup S u> — <u |R|ug> g (7.19.19)

and the above then is a full statement of all matrix elements of S and R, for a particular up down sense of
the basis vector labels. As usual, g, = g*n = 6", but we maintain the true tensor form to allow for up

down modifications as per the following claim:

Fact: In the above equations, one can raise/lower labels on either or both sides to get new valid
equations. (7.19.20)

The proof of this claim is the same as the proof of Fact (7.19.13) above using (7.19.14). For example,
<u™ |R[up> =gh

)
g5i<u™ |R|up> =g55¢"n

or
<u'j IR |up> = 23n .

Similarly <e'* |R |up> =R*, =S, = <e'i |R|ug> =Rin = Sni.

Interpretation of Ri2 and SiE

Since V'=R 'V, one can regard the operator R as a mapping R : X — X' (x-space — x'-space). R may be
regarded as a "cross tensor" having one foot in each space. As shown in (7.19.19),

Ry =<e® |R|uy> = [R®W]y (7.19.21)

so one can regard R as an abstract cross-tensor being expanded as follows in the mixed-basis sense of
(E.10.4),

R=3;5[RE® "™ ey ®ud). (7.19.22)

As usual, the coefficients (the cross tensor components) can be projected out using
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(€ ®up) ¢ R = T35 [ R (e @ up) o (e's ® u?)
= %35 [ R™®V] (e ee'y) ® (up o u?)
=Zs5 [ RV 8% 87
— [ RE WP, (7.19.23)
Similarly, since V =S V' one can regard the operator S as a mapping S : X' — X where, from (7.19.19),
Sty =<u' |S|ey> = [SMey (7.19.24)
and then the cross-tensor expansion and projection is given by,
S=%i5 [S™°] (u; ®e?)
(u* ®e'p) o S =[S (7.19.25)

A Pitfall Example

One knows from (7.19.19) that
<u'i |[Ru>=<u';y [R|u*> = g;® =35;°.
This is also known from,
<u'y |[Ru®> =<u'y |[u™>=35;%.
Consider now the following slight of hand wherein we get a different result,
<u'y |[Ru®*> = [Ru?); = Rij(ua)j = RijSaj =R;*? wrong!
Where is the error being made here? Well, the vector u'® = Ru® being in x'-space has a natural e'-type

basis as discussed below (7.19.7), but here the component [Ru®]; is in the u'-basis. When doing
something "unnaturally" one must pay more attention to labels. The correct version of the above is

<w'i|Ru*> =[Ru?]®7; = ROV @)™y = RO 8%
= R, =<u” [R|ua> =gla=5". (7.19.26)
Now consider instead a different example. From (7.19.19) one knows that,
<e';|Ru®>=<e';s |R|u®> = R;%.

In this case write
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<e'i|Ru*> = [Ru*; = R;35%;=R;?
and there is no problem because e' is the natural basis for x'-space. In more detail
<e's|Ru*> =[Ru*"; = [RIEVD]T @)Wy = [REE];T 52
=[R2 =<e'; |R|u*> = Ry?. (7.19.27)
We find that the Dirac notation is useful because it provides a bulletproof formalism for avoiding

ambiguities such as that of the previous example. The above equation sequence can be written (implied
sum on j as usual)

<e's|[Ru*> = <e's|R[1Ju*> = <e's|R[ [u><uy|]u>>
= <e's |R|uI><uy [u?>=[R®" M]3 @)™ (7.19.28)
where we use the (E.7.4) completeness relation 1 = | uj><uj |. In fact
x-space completeness: 1= | uj><uj| = | uj><uj| = | ej><ej| = | ej><ej|
x'-space completeness: 1= | u'j><u'j| = | u'j><u'j| = | e'j><e'j| = | e'j><e'j| (7.19.29)

There are just restatements of the (6.2.8) duality idea that b* e by =< b* | by > = Sij for any basis.
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8. Transformation of Differential Length, Area and Volume
8.1 Overview of Chapter 8
This Chapter and all remaining Chapters use the Standard Notation introduced in Chapter 7.

The term N-piped is short for N dimensional parallelepiped.
The context is Picture B:

Picture B m

'’ SR xX-space
h spf-ce Cartesian
g g=1

(8.1.1)
Since this Chapter is quite lengthy, a brief overview is in order:

The transformation of differential length, area, and volume is first framed in terms of the mapping of an
orthogonal differential N-piped in x'-space to a skewed differential N-piped in x-space. The N-piped in x'-
space has axis-aligned edges of length dx™, while the N-piped in x-space has edges e,dx™ where e, are
the tangent base vectors introduced in Chapter 3. We want to learn what happens to the edges, face areas
and volume as one differential N-piped is mapped into the other by the curvilinear coordinate
transformation x' = F(x). After solving this problem, we go on to consider the transformations of arbitrary
differential vectors, areas and volume.

8.2: The differential N-piped mapping
The differential N-piped mapping is described and various symbols are defined.

8.3: Properties of the finite N-piped spanned by the €n in X-space

Results from Appendix B concerning finite N-piped geometric properties are quoted. Certain definition
changes are made to make the formulas suitable for tensor analysis. The purpose of the lengthy Appendix
B is to lend credence to the general formulas for elements of area and volume in N dimensions.

8.4: Back to the differential N-piped mapping: how edges, areas and volume transform
(a) Setup. The finite N-piped edges e, are scaled by curvilinear coordinate variations dx™ to create a
differential N-piped in x-space having edges (e,dx'™).

(b) Edge Transformation. The edges e, of the x-space N-piped map to axis-aligned edges e', in x'-space.
(c) Area Transformation. Tensor density methods as presented in Appendix D are used here.

(d) Volume Transformation. The volume transformation is computed several different ways.

(e) Covariant Magnitudes. These are | dx' (n) |, | dJA™ | and | dV' | in the Curvilinear View of x'-space.

(f) Two Theorems. (1) g™ g' =cof(g'nn) and (2) |(IT*iznes)| =~/cof(g'an) -

(g) Cartesian-View Magnitude Ratios. Appropriate for the continuum mechanics application.

(h) Nested Cofactor Formulas and S”S notation: Description of all "leaf" areas of an N-piped in both
descending and ascending orders.
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(1) Transformation of arbitrary differential vectors, areas and volume. Having built confidence with the
general form of vector area and volume expressions in the N-piped case, the N-piped is jettisoned and
formulas for the transformation of arbitrary vectors, areas and volume are derived.

(1) Concatenation of Transformations. What happens to the transformation of vectors, areas and volumes
when two transformations are concatenated? One result is that J = J1J5.

(k) Examples of area magnitude transformation for N =2.3.4

Example 2: Spherical Coordinates: area patches

8.5: Transformation of Differential Volume applied to Integration

The volume transformation obtained in Section 8.4 is related to the traditional notion of the Jacobian
changing the "measure" in an integration. The "Jacobian Integration Rule" can then be expressed as a
distributional equation.

8.6: Interpretations of the Jacobian

8.7: Volume integration of a tensor field under linear transformations
Under suitable conditions, the volume integration of a tensor field integrand yields a tensor of the same

type.

8.2 The differential N-piped mapping

Consider these relations involving a differential distance in the n-direction (dx™ > 0):

dx' ™ = e, dx™ x'-space axis-aligned differential vector, and (e'n)i =5, (3.2.2)

dx® =e, dx™ x-space mapping of the above vector under F™* or R™*

dx'™ = R(x) dx‘™ relation of the two differential vectors (contravariant rule) (2.1.6)

e'n =R(x) ey (3.3.2) (8.2.1)

A superscript (n) on the differentials makes clear there is no implied sum on n. Note that application of
R(x) to the second equation yields the first equation, making use of the last two equations, so the second
equation really does contain dx"™. In more generality, recall V = X, V' e, from (7.13.10).

(n) ") span a corresponding

The vectors dx
differential N-piped in x'-space. The two N-pipeds are related by the mapping x' = F(x). Since the regions
are differentially small, this mapping is the same as the linearized mapping dx' = R dx.

The metric tensor in x-space will be taken to be g = 1, so it is a Cartesian space.

As discussed at the end of Section 5.16, the x'-space N-piped can be viewed in (at least) two ways
depending on how the metric tensor g' is set. For a continuum mechanics flow application, one sets g' = 1
and this gives the Cartesian View of the x'-space N-piped. For such flows dot products and magnitudes of

vectors like dx ™ are not invariant under the transformation. For our curvilinear coordinates application,

span a differential N-piped in x-space, while the dx

however, we set g' = RgRT = RRT and this causes vector dot products and magnitudes to be invariant and
we can talk about such objects as being tensorial scalars. This is the Curvilinear View of x'-space.
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When g' # 1, it is impossible to accurately represent the Curvilinear-View picture of the x'-space N-
piped as a drawing in physical space (for N=3). This subject is discussed for a sample 2D system in
Section C.5. Although the basis vectors (e'n)* = 8,* in x'-space are always axis-aligned, they are only
orthogonal for an orthogonal coordinate system, since e'nee'y, = ep®enm = g'nm . Nevertheless, even for a
non-orthogonal system we draw the axes as if they were orthogonal, which at least provides a
representation of the notion of "axis aligned" basis vectors. For N > 3 one at least imagine this kind of
drawing.

Due to these graphical difficulties, in the drawing below the Cartesian View of x'-space is shown.
Since g' = 1 for this situation, the axis-aligned basis vectors e'n are in fact unit vectors €', and are
orthogonal, so the picture becomes at least comprehensible:

da? = dxdx?

ing x' = F(x)
/mapplng X \

&5 dy? dV' = dx"dx'* dx

le — dX'2 312 dxl2

x' < >
&

G

3'1 dx't

orthogonal differential N-piped
in x'-space (Cartesian view) non-orthogonal differential N-piped in x-space

(8.2.2)

The orthogonal Cartesian-View N-piped allows visualization of these curvilinear coordinate variations, all
dx™ > 0 ( objects below are primed because they exist in x'-space),

dem =dx™ length n=12.N
da™ =T1;4ndx™ area
dV' =ILdx"* = da™dem . volume (no implied sum on n) (8.2.3)

For example, for N=3 one would have

det =dx*t de? = dx? de? =dx?
da* = dx?dx" da? = dxdx* da? = dx"dx?
dV' =dxtdx?2dx® = da@tdet = datde? =dacde}. (8.2.4)

The Cartesian-View x'-space N-piped is always orthogonal because the (e'n) are orthonormal axis-aligned

unit vectors (since g'=1). In contrast, the x-space N-piped is typically rotated and possibly skewed as well
(if the coordinates x'* describe a non-orthogonal coordinate system). The transformation F and its
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linearized version R map the skewed x-space N-piped into the orthogonal x'-space N-piped. As one
moves around in x-space so that point x changes, the picture on the left above keeps its shape, just
translating itself to the new point x', but the picture on the right changes shape and volume because the
vectors en(X) are functions of x.

It is our goal to write expressions for edges, areas and volumes in these two spaces and to then show
how these objects transform between the two spaces. To this end, we shall rely on work done in Appendix
B which is summarized in the next Section. Following that, we shall add to each edge a differential
distance associated with that edge (such as e, — e.dr in spherical coordinates), and that will bring us
back to the differential N-piped picture above.

8.3 Properties of the finite N-piped spanned by the e, in x-space

The finite N-piped spanned by the tangent base vectors e, in x-space has the following properties (as
shown in Appendix B) :

o The N spanning edges are the vectors e, which have lengths |ey| = h', (scale factors, (5.11.7) ). (8.3.1)
e There are 2V vertices. (8.3.2)
e There are N pairs of faces. The two faces of each pair are parallel in N dimensions. One face of each
pair touches the point where the tails of all the e, vectors meet (the near face) while the other does not

touch this meeting point (the far face). (8.3.3)

e Each face of an N-piped is an (N-1)-piped having 2% vertices. The faces are planar surfaces of
dimension N-1 embedded in an N dimensional space. (8.3.4)

e A face's vector area A" is spanned by all the e; except e, and is labeled by this missing e, vector.
(8.3.5)

e The far face has out-facing vector area A" , and the near face has out-facing area vector — A”. These
vector areas are normal to the faces. (8.3.6)
e The vector area A" is given by several equivalent expressions:

A" =|det(S%)| e

An =0 (—l)n_l Hxi;en €;i

A"=c(-1)"terxez..xey // en missing o = sign[det(S®p)] = sign[det(R®)]

(A™: =0 (1" Eiape. .x (€)%(€2)P.... (en)" // e missing (83.7)

e The volume of the N-piped is given by (see Section 5.12 concerning J)

V = det [e1, €2, €3 ... ex] | =|det(S%) | =g/ =] . (8.3.8)
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The mapping picture above does not apply to a finite N-piped. The finite N-piped just discussed exists in
x-space. One might ponder into what shape it maps in x'-space under the transformation F. In the case of
spherical coordinates, Fig (1.13), all of x-space maps into a certain orthogonal "office building" in x'-
space. A finite N-piped within x-space maps into some very complicated 3D shape within the office
building which is bounded by curves which in general are not even coplanar. The point is that a finite N-
piped in x-space does not map back into some nice orthogonal N-piped in x'-space and the picture drawn
in the previous Section does not apply. However, when differentials are added in the next Section, then,
since the mapped regions are very small, the mapping of the x-space differential N-piped is in fact an
"orthogonal" N-piped in x'-space. This is because for a tiny region near some point X, the mapping
between dx and dx' is described by the linear relation dx' = R(x) dx of (2.1.6).

Conventions for defining the area vector and volume. In Appendix B (as reported in (8.3.6)) the area
vector A” is defined so that the out-facing normal of the x-space N-piped's "far face n" is A", regardless

of the sign of det(S). This was done to simplify the computation of the flux of a vector field emerging
from the N-piped in the geometric divergence calculation in Chapter 9. That calculation is then valid for
either sign of det(S), a sign that we call 6. The following picture illustrates on the left an x-space 3-piped
which is obtained by reverse-mapping the x'-space orthogonal 3-piped using an S which has det(S) > 0.
On the right is the x-space 3-piped that results for S — -S. These two 3-pipeds are related by a parity
inversion of all points through the origin. If the origin lies far away, these two N-pipeds lie far away from
each other, a fact not illustrated in the picture:

; A’ A'=ce xe;, o=sign[deiS]
AT=—ex e

det(S) >0 det(3) < 0

(8.3.9)
Notice that A3 for the "far face 3" is outfacing in both cases.

This definition of the vector area is not suitable for the vector analysis we are about to undertake.
Instead of the above situation, we will redefine A3 = e1 x e for both pictures, and this will cause the A3
vector in the right picture to point up into the interior of the N-piped. This new definition allows us to
interpret A3 = e; x ez as a "valid vector equation” to which we may apply the ideas of covariance and
tensor densities.

Notice that under a parity transformation, this newly defined Adisa "pseudovector" which is one
which does not reverse direction under a parity transformation, since A = (-e1) x (-e2). The subject of
parity and handedness and the sign of det(S) is discussed more in Section 6.9.
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Here then are the expressions for A™ with this new definition, where the new forms are obtained from
(8.3.7) by multiplying by ¢ = sign ( det(S) ) :

A" =det(S%,) e” =J e” (8.3.10)
A"=(-1)"Terxes..xey // e, missing (8.3.11)
(A = (-1)™ ! €1ape. .x (€1)%(e2).... (en)* // en missing (8.3.12)

The second line shows that pseudovector areas can only exist for an odd number of dimensions (such as
N=3).

A similar redefinition of the volume will now be done. In Appendix B the volume is defined so as to
be a positive number regardless of ¢ with the result V = |det(S)|. We now redefine the volume by
multiplication by o, so that now V = det(S) which is of course a negative number when det(S) < 0, which
in turn means the e, are forming a left-handed coordinate system as per Section 6.9. So:

V =det[ ey, ez, e3 ... ey] =det(S%) =17 . (8.3.13)
8.4 Back to the differential N-piped mapping: how edges, areas and volume transform
(a) The Setup

If the edges of the finite N-piped described above are scaled by positive differentials dx"™ > 0, the result is
a differential N-piped in x-space which has these properties:

dx® =e, dx'n (8.2.1) // edges

dA™ =7 e® (Ilizndx™) (8.3.10) // areas

dA™ = (-1)? (dx'1e1) X (dx'2€2) ... x (dx'wen) (8.3.11) // e, missing from cross product
= (—l)n'1 €1 Xex..Xey (Hi;endX'i) // en missing from cross product
= (- (IT*;4nes) (T gndx') // shorthand notation of (A.10.5)

(dA™); = (-1 giabc. .x (€1)3(€2)°.... (en)* (Ilizndx'*)  // ey factor and index missing, (8.3.12)
dV =det [dx'e1, dX'ez, dx'es ... dX'exy] =det[ e1, €2, €3 ... ex] (Hidx'i) (8.3.13)
= det(S%p)(I1:dx™) = J (I13dx™?) // (7.13.2) and (5.12.6)

= gabe..x (dx'er)*(dx'ex)P..... (dx'en)* //(5.12.8)
(8.4.a.1)
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where dA™ and dV are obtained from A™ and V according to the new definitions described above. These
equations apply to the right side of the N-piped mapping picture Fig (8.2.2) which is replicated here :

da’ = dx"*dx? /mapping X' = F(x)\

&y dx'3 dV' = dx"dx'"? dx"®

le — dx'2 312 dx|2

x' < »
&

G

3'1 (lx"‘

orthogonal differential N-piped

in x'-space (Cartesian view) non-orthogonal differential N-piped in x-space
(8.2.2)
For spherical coordinates, the N-piped on the right would be spanned by these vectors, see (3.4.6),
exdr = Pdr, eed0=r0d0 ede = rsind Hdo . (8.4.2.2)

The reader is reminded that the vectors shown on the right of (8.2.2) exist in x-space, and that this x-space
is assumed to be Cartesian for this entire Chapter, meaning g = 1 and V= V* for vectors.

(b) Edge Transformation
The edge dx (") we know from (2.1.6) transforms as a tensorial vector under transformation F, so

dx'™ =R dx® where dx™ =e, dx™ (8.2.1). (8.4.b.1)
Making use of (7.18.1) and RS = 1, evaluation gives

[dx' ™ 1" =RYj (en)? dx™ =R ST, dx™ = (RS)*, dx™ = &%, dx™

= dx'™ =e¢', dx™ since (e'n)* = 8,1 (8.4.b.2)

so this contravariant edge points along the the n axis direction in x'-space of Fig (8.2.2). This fact was
stated above in (8.2.1), we are just exercising our notation.
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(c) Area Transformation

How does dA™ transform under F? Looking at the component form stated above in (8.4.a.1),
(dA™); = (-1 €iabc. .x (€1)%(€2)°.... (en)® (Ilizndx'™) // eq factor and index missing  (8.4.c.1)

it is seen that dA™ is a combination of tensor objects like €iape. .x and (ez)b. As discussed in Appendix
D, a vector density of weight 0 is an ordinary vector such as e, or dx. The € tensor (rank-N) is a tensor
density of weight -1. In forming more complicated tensor objects, the rule (D.2.3) is that one adds the
weights of the objects being combined. Therefore, one may conclude that the object dA™ is a vector
density of weight -1. This has the immediate implication that dA™ transforms to x'-space under F
according to the rule (D.1.4),

dA™ =JRdA™ or  (dA™)' =JR; (A"’ NIt =yt =g (8.4.c.2)

where J = det(S) is the Jacobian of Section 5.12. Moreover, the above equation for (dA™); is a "valid
tensor density equation" as per (7.15.9) and is therefore covariant. This means that in x'-space the
equation has the exact same form, but tensor objects are primed (the dx'* are constants),

(dA™); = (1" €iape. .x (€1)3(€'2)P.... (en)* (igndx™) // €'y factor and index missing

Insertion of (D.5.13) that €'52pc. .x = J2 €iabe..x and (e’n)i =8, then gives (B4e3
(dA™); = (1" J% g1apc. .x 81282°...05" (Higndx™)
=(-1)*t 1P ei123. n (Hizndx'™) // index n missing on €
=% J% (Iligndx') (8.4.c.4)

The last step follows from the fact that €5123 . .5 with n missing must vanish if i #n, and if i=n then
€n123..8= (-1)" €123, .n..x= (-1)". The conclusion then is that

dA™ =12 (zndx') ™ since (e™); = &% (7.18.1) (8.4.c.5)

and the covariant vector area dA™ points in the n-axis direction in x'-space.
For the covariance-dubious reader, here is an alternate derivation of (8.4.c.4) from (8.4.c.2) :

(dA™); =T R3I (dA™; =T R {[ (-1)® ! e1abe. .x (€1)2(e2).... (en)™ (igndx'*) } // e, missing

=JR:I{[ )" €1apc. .x R1* Ro%.. Ry* (igndx™) } // Rp® missing
=T {[ (-D™ €iabe. .x RiI R1PR°... Ry* (igndx™) } // Rp® missing
=T {[ D™ eiape. .x S5 S%1 SPo.... S¥y (iwndx™) } . // S*, missing (8.4.c.6)
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where R37 = S7; by (7.5.13). The £SSS..S object is the determinant of an N-1 dimensional matrix. If i #n,
then 1 must be some index like 1 or 2. But then the determinant has two identical columns, so vanishes.
Thus, the result is proportional to §°;. Continuing,

=5 J { (-D™ ! gnave. .x Sn S%1 SPa.... S*y (Higndx™) } // S*, missing in group

=8 J { (-D)™ ! €nabe. .x S?1 SP2.... ST S*y (Higndx™) }

=83 { €abe. .n...x 571 SP2.... STp.. S*y (Migndx™) }

=" T { det(S) (Mzzndx'") }

=% J? (Iigndx™) (8.4.c.7)
which agrees with the result (8.4.c.4) from the covariant x'-space equation.

(d) Volume Transformation

What about the volume dV? Assume for the moment that dV is correctly represented this way, where any
n will do:

dV=dA™edx™ = (dA™); [dx™]*. // no implied sum on n (8.4.d.1)
Installing our (8.4.a.1) expressions for dA™ and dx ™ gives, using (7.18.1) that e® e e, = 1,

dV =J €® (Iligndx™) @ (eq dx'n) =T (II;dx') e” @ e, = J ([13dx™) (8.4.d.2)
which agrees with (8.4.a.1), verifying our assumption (8.4.d.1). Looking at dV = (dA“)i[dx(“)]i, dV is
seen to be a tensor combination of a vector density of weight -1 with a vector density of weight 0 (an
ordinary vector dx ™), so according to (D.2.3) dV must be scalar density of weight -1. Rule (D.1.4) then
says,

dv'=JdVv . (8.4.d.3)
Since dV =J (I13dx") from (8.4.a.1). one gets

dV' =12 (Il;dx') . (8.4.d.4)
Again, one can verify this last result from the x'-space covariant form of the equation:

dV'=dA™ e dx'™ = { P(IT;undx™) €™ } o {e'n dx™) =T*(TTzdx™) €™ o €y = J3(IT5dx™)

(8.4..5) (8.2.1) (8.4.d.5)
sincee™ ee',=e" ee,=1.
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An alternate derivation of the dV transform rule dV' =] dV comes from just staring at (8.4.a.1),
dV = gape. .x (dx'e;)?(dx'ex)"..... (dx'en)™ (8.4.d.6)

which by the argument above is seen directly to transform as a tensor density of weight -1.

To complete the circle, we can verify for a second time the claim (8.4.d.1) that dV = dA™ e dx ™ :
dA™ e dx ™ = (dA™); [dx ‘™

= {(-D™ " eiabe. .x (€1)2(€2)".... (en)* (Igndx™) } (dx™en)* // e, missing .....

= tabe. .i..x (€1)%(€2)".. (en)*.. (en)* (Ilkdx') // note indices on €

= det(S) (Ixdx™) // (5.12.8) where (ep)® = S%, from (7.18.1)

=dVv . // from (8.4.a.1) (8.4.d.7)

To summarize the above, by examining the vector density nature of our various objects, we have been
able to determine exactly how edges, areas and the volume transform under transformation F:

edges dx'™ =Rdx™  or [dx'™7]'=RY[dx™] // ordinary vector
areas dA™ =JRdA™ or (dA™* =JR%j (dA™)’ // vector density W = -1
volume dv'=Jdv // scalar density W = -1

(8.4.d.8)
(e) Covariant Magnitudes

The x'-space magnitudes here are the "covariant" ones which are associated with the Curvilinear View of
x'-space, as discussed above. Since dx () s a vector, it follows that

[dx' ™2 =dx' ™ e dx' ™ =dx ™ o dx ™ =] dx ™ = |dx'®|=dx™| . (84el)
Since dA" is a vector density of weight -1, if follows that,
|dA™ 2 =dA™ e dA™ = J? dA™ e dA™ =J?| dA™ |2 =N |dA™ | =] | dA®| (8.4.e2)

where we note that dA™ e dA”, being a combination of two weight -1 vector densities, is a scalar density
of weight -2 and thus transforms as shown above. For completeness, we can add from the above table,

V'=JdV =  |dV'| = |J] |dV]|. (8.4.e3)

We now gather equations from above and take their absolute values on the right. Note from (7.18.1) that

nn

len| = h'n and €] =4/g
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dx ™ = e, dx'y (8.2.1) = |dx™| =ley|dx's =h'y dxy

dx' ™ ="y dx'n (8.2.1) = |dx'™| =le'y|dx'n =h'yn dx'y

dA® = J (Higndx™) e®  (8.4.a.1) = |dA? =] |e®] (Higndx?) = JA[g™® (Tigndx'®)
dA™ = P(Iliendx) €™  (8.4.c.5) = |dA"™] =12 [e"™] (Higndx?) = JPA[g™ (Tigndx™)
dV =17 (zdx™) (8.4.a.1) = |dV| =|J| (idx™)

dV' = J? (I;dx') (8.4.d.4) = |dV'|=J? (Il3dx") . (8.4.¢.4)

The above can be written more compactly using the Cartesian-View coordinate variation groupings
shown in (8.2.3),

dx® =e,dem = |dx™| =h, de™ dem =dx™

dx' @™ = ¢t de® = [dx'™| =hy de™

dA®= ] da™ e = [dA® = (J]\[g™) da® dd™ = I gndx'

dA™ =12 da® e™ = |dA™] = (%[g™) da®

dv =Jdv = [dV| = ]| dV' dV =TLdx?

dv' =12 dv' = |dV|=12dV . (8.4.¢.5)

The covariant edge magnitude is of course unchanged by the transformation since it is a scalar, while the
area and volume magnitudes are magnified by |J| in going from x-space to x'-space. Since dV = dA™ e
dx ™ it is clear that the area's transformation factor of |J] is passed onto the volume. Notice that dV' is
always positive regardless of the sign of J, and this is because x'-space is always a right-handed
coordinate system, as in Section 6.9. In contrast, dV can have either sign depending on the sign of J =
det(S), and so dV < 0 when the e, form a left-handed coordinate system in x-space.

(f) Two Theorems : g™ g' = cof(g'nn) and |(IT*;znes)| =1/cof(g'nn)
We now pause to prove two small theorems which will be used below.

Theorem 1: o g™ g' =cof(ghn) where g'=det(g's5) (8.4.£f.1)
e g™g'= g /hy? (orthog only)

For orthogonal coordinates g™ = 1/h'y? as shown in (5.11.9), proving the second item The first equality
can be shown as follows. First, define these two regular matrices,

(gup)ap = g° (g'an)ab =g'ab -

Then since these metric tensors are inverses, use fact that A™* = cof(AT)/detA to get
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gup = (gan)t = cof(g'an”)/det(glan) = cof(g'an)/det(g'an) /I 'g'an symmetric

= (g'up)nn = CcOf[(g'an)nn]/det(g'an)

or
g™ = cof[g'nn] / &' QED
Theorem 2: |(IT%;4ne1)] =~/cof(g'nn) (8.4.£2)

The quantity on the left is this

|(IT*;#n€1)| = | €1 X €2 ... X ey | where e, is missing from cross product. (8.4.£.3)
We shall give three quick proofs of Theorem 2, the last being valid only for N=3.
e First, one form for dA™ from (8.4.a.1) is this,

dA® = (-1 (IT%;ignes) (Migndx™) = (-1 (IT*;ine;) dA™

= |dA"| = |(IT*;n€;)| dA™ . (8.4.£4)
Comparison of this last result with the third line of (8.4.¢.5) shows that the following must be true.

(T*54nes)] = Th/e™ =g/ %[g™  =[cof(glnn) - QED (8.4.£5)
Note that since g=1 (Cartesian x-space), 2= g' from (5.12.14), and the last step follows from Theorem 1.

e Here is a more direct proof: [ I1*;#n (e3) is a vector in Cartesian x-space ]

| TT%34n (€1)° = TT™34n (€1) ® I¥53n (e3) =[ T ign (1)l [ IT%5%n (e5)k (8.4.£.6)
=[ exabe. ..x (€1)%(€2)" ..... (en)x] [ €xa'bre' .. .x (€1)% (e2)® .....(ex)*'] // en missing in both
= €xabe. ..xEka'b'c'...x 1(€1)2(€2)" ... (ex)x } (€1)® (e2)° ...... (en)* // e, missing
= ejee; exeey ... exyoey  + all signed permutations of the 2nd labels // en missing
= g'118'22..... g'ny  + all signed permutations of the 2nd indices, (7.18.1) // en missing

But this is last object is the determinant of the g'; 3 matrix with g'nn crossed out, which is to say, it is the
minor of g'ny. Since g'ny s a diagonal element, the minor and cofactor are the same. Thus, this last object
is in fact just cof(g'nn). QED.
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e A proof for N=3 uses normal vector algebra. Setting n = 1, for example, one needs to show that
| T*i41 €5 [P =|e2x e3 [ = cof(g11)

To this end, use the vector identity
(AXx B) e (A x B) = A?B? — (AeB)?

and fact (7.18.1) that e, ® ey = g'nm to show that,

leaxes |’ =(e2xes)e(e2xes) = lezf [es]® - (e20€3)° =g'22 £'33- (223)° = cof(g'1).

(8.4.£7)
and the cases n = 2 and 3 are similar.
(g) Cartesian-View Magnitude Ratios
In the Cartesian View of x'-space one can write the Cartesian x'-space magnitudes as
|dx'?™ |, =dem | dA'™) | =da™ 1dV'|e =dV'. (8.4.2.1)

Then from the three x-space magnitude equations in (8.4.e.5) one obtains the following three ratios of x-
space objects divided by their corresponding Cartesian-View x'-space objects:

| dx® |/ de™=h"y = [gha]*’? = the scale factor for edge dx

| dA® | da™ = \/?‘ 1| =\/?‘ g2 =1 g™ o2 =[cof(g'nn)]*"? // Theorem 1 above

dV]/dv =3 =g*/? . /g = det(g's5) =J (8.4.2.2)
It is convenient to make the definition

dA® = |dA ™| (8.4.2.3)

and then the above area magnitude ratio relation may be written

dA™ =+/cof(g'nn) dA™ (8.4.g4)

and d@™ = [;4ndx™ is just a product of the appropriate curvilinear coordinate variations. Since g'ng is a
diagonal element of the g' matrix, one can reexpress the cofactor in the above equation in this manner:

cof(g'nn) = minor(g'nn) = det (g' with row n and column n crossed out) (8.4.2.5)

On the other hand, one can regard the number cof(g'nn) as one element of the cofactor matrix cof(g')
whose elements are given by [cof(g)]i3 = cof(g's3). Then,

cof(g'nn) = [cof(g)]nn - (8.4.2.6)
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(h) Nested Cofactor Formulas and S”S notation

Descending Leaf Hierarchy

The object dA™ is the "area" of a face on a differential N-piped spanned by the full set of vectors e; but
not including e,. This face, which is itself an (N-1)-piped, in turn has its own "areas" which are (N-2)-
pipeds, and so on, so there is a hierarchy of "areas" of dimensions N-1 all the way down. The area ratios
of corresponding areas under transformation F are determined by equations similar to (8.4.g.4). For this
purpose we define Cof to be a matrix and cof to be a number,

Cof(Mj 4) = the submatrix of M obtained by crossing out row i and column j of M

cof(Mi3) = (-1)*73 minor(M;3) = (-1)*73 det[Cof(M;3)] = the usual "cofactor" . (8.4.h.1)
Then

Cof(g'nn) = the submatrix of g' obtained by crossing out row n and column n of g'

cof(g'nn) = minor(g'ny) = det[Cof(g'nn)] . (8.4.h.2)

Then for example the m*®™ face of face n of an N-piped has area ratio \/ cof[Cof(g'nn) lmm - The object
inside the radical is the cofactor of the m,m element of the N-1 x N-1 matrix Cof(g'nn). If we refer to this
area as dA™'™ we can go down the hierarchy in this manner

dA™ =+/cof(g'nn) [ 4ndx™ face n

dA™™ =+ /cof[Cof(g'nn)lmm Mizn,mdx" face m of face n

dAR™k =\/ cof(Cof[Cof(g'nn) Jmm)xx Hi;en,m,kdx'i face k of face m of face n (8.4.h.3)

and so on. As a very simple example, for N = 3 the faces dA™™ are line segments dx'* and one has

g11 g2 S . \
21 22 ) = cof[Cof(g's3)]22 = g11 =h1? = ~/cof[Cof(g's3)]l22 =h'

(8.4.h.4)

Coftgss) =(

and dA3/? = h'; is in fact the edge length ratio given above in (8.4.g.2).

There is another way to write these area magnitudes if we assume that x-space is Cartesian, but it is
difficult to express in standard notation, so we momentarily revert to our developmental notation. In that
notation, if x-space is Cartesian we can write from (7.5.6) and (3.2.7) that g' = STS,
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€1%€q1 €1% €9 €19¢3 ... €1* €
e
1 eo8ey €98 & eomes ... eo® ey
— - i €2
g: = §T g § =878 = (e1.e0, ...ey) = €39¢; €30 €9 ez ®e3 ... €3® ey
e
N €H®Cq1 CH® €o €g®e€sy ... CH® €y

~ (8.4.h.5)

as was written earlier in (5.11.3). Since the covariant metric tensor g's; in developmental notation is
equal to g's4 in standard notation, we shall use the standard notation below in expressing these tensor
elements.

The area (magnitude) dA™ of face n of a differential N-piped is, from (8.4.g.4) and (8.4.¢.5),

dA® = \[cof(g'nn) Migndx™ . (8.4.h.6)

The object cof (g'nn) is the minor of the above bracketed matrix with row n and column n crossed out.
That reduced matrix can in fact be written

€1
Cof(glnn) = S™TS™)) = €2 (e1, €2, ...ey) where e, is missing from both vectors . (8.4.h.7)
N
)
€1
cof(@an) =det[S™TS™] =det[| 2 | (e1, €2, .0w)] . (8.4.h.8)
(5]
Therefore,
dA™ =+[cof(g'nn) Migndx"™
= /det[S TS ™ T 4ndx*
where S™ = (eq,e,....ey) with e, missing . (8.4.0.9)

The same argument results in

dA™™ =/cof[Cof(g'nn)lmm Mizn,mdx"

= Afdet[S® ™IS ™ [T, ndx™
where S®'™ = (eq,e,....ey) with e, and en missing . (8.4.h.10)

Continuing down one more level,
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dAn'm’k = \/COf(COﬂCOf(g'nn)]mm)kk 1_[i;ﬁn,m,kdx'i

= \/det[s (n,m,k)Tg (n,m,k)] Hi#n,m,kdXVi
where S ™™ %) = (e;,e,....ex) With ey, e, ex all missing . (8.4.h.11)

In this descending hierarchy of n-piped "leaf" areas, we eliminate one tangent base vector e; at a time,
and the eliminated vectors' labels are used to label the "leaf" whose area is indicated, as in S (n,m)

Ascending Leaf Hierarchy

One can alternatively build up the hierarchy of areas from the bottom, for example using S™™ to
indicate the area of the 2-piped spanned by e, and e in RN where the top level N-piped lives. One then
has

dAP! = [det(STPTTSTT) dx™ where SI*! = e, . (8.4.h.12)

In this case S™T SI™ = e ee, =h'y? so dA!™! = h',dx™ as expected. Next, for 2-pipeds,

dA ™ = ([det(S!PmITSI -l dxdx™ where SI*™ = (ep, en) . (8.4.h.13)

In this case

en en®e, ep%en 'nn €'nm
det[Stm-mITgIA-mI] — gor [ (e j(en, en)] =det( ) =det( Eon & )
m

€m®€n €n®Cn g'mn g'mm

= gangmm - (€om)> =  h'n® hin? - (enoen)? (8.4h.14)
SO

dA[n.m] — ,\/ hvn2 h’mz _ (en.em)z dxlndx'm . (84h15)

Doing one more step, at the level of 3-pipeds in the hierarchy buildup one would then have

dAatr ekl = ([det[str-m-KITgInm- Kl gy mdx™dx™ where SI* ™ * = (eq, en, €x) (8.4.h.16)
and now
€n g’nn g’nm g’nk
det[SIP-m-KITgIn-m-K11 — qot [ | em |(en, €m, €x)] = det| Zmn Cmm Cmk | . (8.4.h.17)
ex €'kn Lkm Lk

Comment 1: Notice that the matrices S appearing above in the above STS structures are in general not
square matrices because the number of components N of the e; vectors in RN generally does not match the
number of e; vectors in the list which defines S. On the other hand, S™S is always a square matrix and
therefore always has a determinant.
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Comment 2: We have used the term "leaf" to refer to any n-piped appearing in the top level N-piped, with
n then ranging from N down to 1 (which leaf is just point). In a more precise discussion of this subject,
these leaves are called "boundaries" and in addition to having "area", these boundaries have "orientation".
We have only discussed the orientation of the top level leaves by using the vector area dA™ . Usually the
precise discussion is couched in the language of "differential forms", and by careful consideration of
boundaries and their orientations one is able to derive the generalized Stokes's theorem which reads

Juda = [ aua (8.4.h.18)

where o, is a differential n-form, da is an (n+1)-form which is the "exterior derivative" of o, M is a smooth
type of surface called a manifold, and OM is the boundary of that manifold. This abstract theorem then
encompasses all the well-known integral theorems of analysis in any number of dimensions n. See
Sjamaar [2015] Sections 5.2 - 5.4, Section 8.2, and Theorem 9.9 on page 117. The fact that \/ det(STS) is

the area scaling factor appears as Theorem 8.4 on Sjamaar page 101 where it is called \[det(ATA) . See
also Appendix F (The Volume of an n-piped embedded in R™) of Lucht Tensor Products.

(i) Transformation of arbitrary differential vectors, areas and volume

The above discussion is geared to the N-piped transform picture and reveals how dx ®) dA ™ and dV
transform where all these quantities are directly associated with the particular differential N-piped in x-
space spanned by the (e,dx'™) vectors.

But suppose dx is an arbitrary differential vector in x-space. Certainly dx' = R dx, so we know how
this dx transforms under F. But what about area and volume?

Based on the work in Appendix B as carried through into the N-piped transform discussion above, it
seems clear that an arbitrary differential area in x-space dA can be represented as follows : (g=1)

dA = (dx™) x (dx ') .. x (dx™7H) (8.4.i.1)
(dA)i = &iabe. .x (dxH)(dxPHP @M Hy* (8.4.1.2)

where the dx!*! are an arbitrary set of N-1 linearly independent differential vectors in x-space. For N=3

[1]

one would write dA = dx'*! x dx?!. Since ¢ has weight -1 and all other objects are true vectors (weight

0), one again concludes that dA transforms as a tensor density of weight -1, so
dA'=JR dA or dA's =JR;IdA; . (8.4.1.3)

If any of these dx ™! were a linear combination of the N-2 others, one could say dx ™! = ;0*; dx'3! and
then the above (dA); expression would give a sum of terms each of which vanishes by symmetry,
resulting in (dA); = 0.

Finally, given the set of dx!*! linearly independent vectors shown above for i = 1,2.N-1, we can
certainly find one more such that all N are then linearly independent, so then we have a set of N arbitrary
differential vectors dx '*1 (arbitrary as long as they are linearly independent), and these will form a volume
in x-space,
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dv =det (dx™, dxt1, . dx™) = egpe. y (dxPHEAxPNPL (@x MY (8.4.1.4)

By the argument just given, inspection shows that this dV transforms as a tensor density of weight -1 so
dv'=JdV.

These then are the transformation rules for arbitrary differential vectors, areas and volumes
transforming under F :

dx'=R dx |dx'| = |dx]|
dA'=JRdA |dA'| =|J] |dA|
dv'=Jdv [dV'] =J]|dV] . J=det(S) =g (8.4.1.5)

Review and covariant form of the dA and dV equations

To review, in Cartesian x-space we have these expressions for area and volume

dA = (dx™) x (dx'?)) . x (dx™H)
dV =det [dx'*!, dx[?!, . dx™M7] . (8.4.1.6)

Written out in terms of contravariant vector components (dx [+ )j these expressions appear as,

(dA)i = &iabe..x (dX[l])a(dX[Z])b.... (dx[N'I])x
dV = eape..y (dx)2AxPHP . @x™MyY | (8.4.1.7)

where ¢ is the usual permutation tensor involved in cross products and determinants. As noted earlier,
these are both "valid tensor density equations" as in (7.15.9), so they can be written in x'-space as

(dA); = €ape. .x (Ax'T(Ax' 2P (dx' Ny
dV' = €ape..y (dx'T2Ax'2HP | (dx' ™YY (8.4.1.8)

where dx'*! = Rdx!*! and where ¢' is the x'-space Levi-Civita tensor. From (D.5.13), each €' can be
written as &' = J%¢ = (g'/g)e =g'e, so

(dAY): = g &1ape..x (A (Ax 2P (dx P
dV' = g'eape..y (Ax'PHEAx' NP (dx' Y (8.4.1.9)

Since the permutation tensor now appears, these can be written in terms of cross products,

dA'= g (dx'H) x (@x' 1) Lox (dx' )
dV' =g' det [dx'[M] dx'121) | dx' ] . (8.4..10)

Using contravariant components [dx'[*1]%, this cross product and determinant are formed just as they are

in x-space. These two equations then give at least some feel for "the meaning of dA' and dV' in x'-space” .

Going back to x-space, we could have written the equations there using g = det(g's3) = det(614) =1 :
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dA =g (dx™) x (dx?)) ... x (dx™N1)
dV =g det (dx!*!, dxf?1, . dx™) . (8.4.1.11)

This then is a useful interpretation of the covariant form of these equations. Adding primes to everything
in the above two equations yields the previous two equations and only the permutation tensor € is
involved in both sets of equations.

With this understanding, the above transformation rules for differential vectors, areas and volumes can be
extended from Picture B to the more general Picture A, where g is an arbitrary metric tensor,

Picture A m

x'-space SR X-space

g g

How things look in developmental notation.

Recall that covariant tensor objects get overbars and all indices are down in the developmental notation
used in Chapters 1-6 of this document. Here then are some of the above equations expressed in this
notation:

dA = (dx™) x (dx?) . x (dx™H)
dV =det [dx !, dx 2!, ... dx™1y (8.4.1.12)

(dA)i = Eiabe..x (AxM)a(dx)y.... (dxH),
dV = Eape..y (dxHa(dxPy,.... (dxM), (8.4.1.13)

(dA): = Tiabe. .x (Ax'Ha(dx' PP (dx! V)

dV' = Tape..y (@x'HAdx'PhHP L dx Y (8.4.i.14)
dx'=R dx |dx'| = |dx]
dA'=J ST dA IdA'| =|J] |dA]
dv'=Jdv AV = [J]|dV] J = det(S) =g (8.4.1.15)

Recall from (2.5.1) that a covariant vector transforms as V' = STV, and a covariant vector density of
weight W will then transform as V' = J™ STV and this explains the middle line of the above three. The
contravariant differential area would transform as dA' =J R dA.

(j) Concatenation (Composition) of Transformations

Consider x" = Fa(x") and x' = F1(x) so that x" = F2[F1(x)] = F(x). At some point x, the linearization will
yield dx" = R,R1dx as the rule for vector transformation, so the R matrix associated with transformation
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F is R = RoR31, and then S = R! = R1_1R2'1 = S;S,. Each transformation will have an associated
Jacobian: J; = det(S1) and J, = det(S2). The concatenated transformation then has J = det(S) = det(S1S2)
= det(S1)det(Sz2) = J1J2. The implication is that when one concatenates (composes) two transformations in
this manner, the area and volume transformations shown above still apply, where J is taken to be the
product of the two underlying Jacobians.

For example, one could consider the mapping between two different skewed N-pipeds, each
representing a different curvilinear coordinate system, with our orthogonal N-piped as an intermediary
object,

F= Fz-lFl\

L
17 S o Q

In this case one has F = F2_1F1, so R = R2_1R1 = SoR; and then S = S1R5 so J = J1/J>. This J then
would be used in the above area and volume transformation rules, for example, dAjest =J R dArignt.

(8.4.1)

In the continuum mechanics flow application, g = 1 on both left and right as well as center, time tg is
on the right, time t on the left, and the volume transformation is given by dViegt =J dVrignt Where J is
associated with the combined F. This J then characterizes the volume change between an initial and final
flow particle where each is skewed in some arbitrary manner.

(k) Examples of area magnitude transformation for N = 2,3,4

In (8.4.g.4) it was shown that dA™ = +/cof(g'nn) dA™. Since this is a somewhat strange result, some
examples are in order. Recall that the dA™ are the areas of the faces of the differential N-piped in x-space,

while the dA'™ are the curvilinear coordinate variations one can visualize in the Cartesian-View picture
(8.2.2) shown above.

For N=2 the area magnitude transformation results are (for a general non-orthogonal x'-space system)

dAl _ gv22 davl _ hvz davl dall :dle :dB;l
dA? =+[gh; da? = b, da? da? =dx? =de? . (8.4k.1)

These equations are simple because the area of a parallelogram "face" is the length of an edge and so
these equations just coincide with the length transformation results stated above . Remember that a face is
labeled by the index of the vector which does not span the face, so hy' appears in the face 1 equation.

For N=3 the area magnitude transformation results are

dAl :\/gvzz gv33 _ (gv23)2 dall dall — dXdeXv3
dA? =+[g'33 g1 - (gn)” da? da? = dxdx*
dA® =+/gh1 g22- (g12)° da? da? = dx"dx"? . (8.4.k.2)
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For an orthogonal N=3 system the metric tensor g'ap, is diagonal, and then the above simplifies to

dA' =4[g'22 g'33 dA* =h h'sdat da?t = dx?dx"
dAZ — g133 g’11 davZ :h'3 h']_ dav2 dalz — dxv3dxvl
dA® =4/gh1 g22 dA® =hy hpda® da? = dx"dx? . (8.4.k.3)

For an N=4 orthogonal system (g'; 5 is diagonal with g's; = h';?),

dA® =+[cof(g11) d@* =h', h's by da* da* = dx*dx>dx"*
dA? =+[cof(g22) dA? =hy h'sh'y dA? da? = dx3dx"dx"*
dA® =+[cof(g'33) d@® =h'y h'z by d@’ da® = dx"*dx*dx?
dA* =A[cof(gas) dA* =My by '3 da* da® = dx'*dx"2dx" . (8.4k4)

Example 2: Spherical Coordinates: area patches

Consider again dA™ = +[cof(g'hn) dA™. Since spherical coordinates are orthogonal, the orthogonal N=3
example above may be used. Example 2 of Chapter 5 showed in (5.13.15) that [ 1,2,3=18,0 ],

hy=hy =1 da* = dx?dx'" = dode

h';=h'sg = da? = dx"dx" = drde

h'3 =h'y = rsind da? = dx"*dx'? = drd (8.4.k.5)
Therefore

dA'=dA'®; = dAT=dAT &, = dATf with dAT=h'; h's d@* = r%sin® dode
dA2=dA%8, = dA®=dA® & = dA®® with dA®=h's h'y d@? = rsind drde

dA®=dA%8; = dA®=dA® &, = dA® ¢ with dA®=h" h', d@> = rdrdd (8.4.k.6)
so that

dAT = r?sinf dode £ pde rdo p =rsind

dA® = rsinf drde 0 pde dr

dA® = rdrd0 ¢ rd0 dr (8.4k.7)

where all three vectors are seen to have the correct dimensions lengthz. As an exercise in staring, the
reader is invited to verify these results from the picture below using the hints shown above on the right,
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(8.4k.8)

8.5 Transformation of Differential Volume applied to Integration

As discussed in Section C.8, the integral fD dV h(x) is the same regardless of the way the dV elements

are chosen, as long as those elements exactly fill the integration region D.

In the discussion above, |[dV| (call it dV,) refers to a positive differential volume element in x-space
which is typically not aligned with the axes and for a general transformation F is not in general
orthogonal, as shown on the right side of Fig (8.2.2). Moreover, the shape of the differential volume N-
piped varies over the region of integration. Nevertheless, this "rag-tag band" of differential volumes, as
mentioned below (C.8.3) for the 2D case, fills the integration region perfectly.

Alternatively one could consider |dV] (call it dVy) to be the usual dx;dxz.....dxy differential volume
elements in x-space, and of course this set of differential volume elements also fills the integration space
perfectly.

Thinking of these two different differential volumes as dV, and dVp, one can see from the definition
of the Riemann integral as the limit of a sum,

lim X; dVa(x;) f(xi) =1lim X; dVp(xi) f(x1) (8.5.1)
that

J5dva h(x) = [5dVs h(x) . (8.5.2)

There would be little meaning to the statement dV, = dVp, since no one is claiming there is some
particular skewed N-piped of volume dV, which matches some axis-aligned N-piped of volume dVy .
Nevertheless, one could write dV, = dVy, as a distributional symbolic equality where the meaning of that
symbolic equality is precisely the equivalence of the two integrals above for any domain D and for any
reasonable function h(x). [ Formally h(x) might have to be a "test function" @(x). Certainly one would
require that both integrals converge. |

It was shown in the second last line of (8.4.¢.4) that the volume of the skewed N-piped on the right side of
Fig (8.2.2) was given by

dVa = [J(x)| dV' = [J(x)] ( Tz dx'?) . I(x) =/g(x) /g =+1 (8.5.3)
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Combining this with the distributional symbolic equation dV, = dVy, gives
dVa = dVb
or
IO (TMe=a™ dx®) = (Taz™ dxb)
or
J(xH dV' = dVp . (8.5.4)

Now overriding our previous notation, we can make these new commonly used definitions

dV = (=" dx)
dV' = (1" dx™) (8.5.5)

and express the distributional result (8.5.4) as
J(xH dV'= dV. /1 13(8,p)| dpd® = dxdy in (C.8.6) (8.5.6)

We refer to this distributional equality in the example of (C.8.6) as the "Jacobian Integration Rule". The
symbolic equation is a shorthand for this equation

J5dv hx) = o0 dv' J(x)| hx) (8.5.7)

where on the right h(x) = h(x(x')) and region D' is the same region as D expressed in terms of the x'
coordinates. Writing out the volume elements this says

Jo (it dx®) h(x) = [ pr (Mas™ dxd) Jx)| h(x(x)) (8.5.8)

and finally, using J? = g'/g = g' = det(g") — det(g'ap) from (5.12.14),

Jo (Tiey™ dx®) h(x) = [ pr (Mies™ dx'?) [[det(gan) ] h(x(x)) . (8.5.9)

For example, when applied to polar and spherical coordinates, one gets

[ 5dxdy h(x) = o drdo [r] h(x(r,0)) \Jdet(glan) = ih's =1 (8.5.10)

| dxdydz h(x) = [+ drdode [ r2sind ] h(x(r,0,9)) ~/det(gan) = Iih's = 2 sind (8.5.11)

In the first case h(x) = h(x,y) and h(x(r,0)) = h(rcos6,rsinf).
In the second case h(x) = h(x,y,z) and h(x(r,0,9)) = h(rsinfcose,rsinfsing,rcos0).
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8.6 Interpretations of the Jacobian

Using the facts of Section 5.12 (in Standard Notation) and of the above Sections, one can produce various
expressions and interpretations for the Jacobian J and its absolute value |J] :

J(x') = det(S*3(x")) = det(@x*/0x™) = 1/det(R*j(x(x")) = 1/ det(dx'*/ox*) (5.12.6)
I(x)] =~/det(g'an(x") = \g'(x") // g=1 (5.12.14)
J(x')| = the volume of the N-piped in x-space spanned by the eq(x), where x = F1(x') (8.3.8)

J(x")] = dVn-pipea/dV' = ratio of differential x-space N-piped volume / ( ;" dx?) (8.4.e.5)
(x| =dV/dV' = (31" dx*)/ (i=1" dx'*) // distributional Jacobian Integration Rule (8.5.6)
(8.6.1)

As discussed in Section 6.9, if the curvilinear coordinates are ordered so that the e, form a right-handed

coordinate system, then det(S)>0, o = sign(det(S)) = +1, and |[J| = J. Some authors define their Jacobians
as the inverse of ours, see (5.12.3).

8.7 Volume integration of a tensor field under linear transformations
Recall the distributional statement of (8.5.6),

dv'=Jtav . (8.7.1)
In the language of Appendix D, this says that the volume element transforms from x-space to x'-space as a
scalar density of weight +1. Since by (D.1.6) gl/ 2 transforms as a scalar density of weight -1, according

to (D.2.3) the object gl/ 24V then transforms as an ordinary scalar (weight 0) (see for example Weinberg
p 99 (4.4.6) ). Then if one were to define

ik = fD g/2dv AR (x) (8.7.2)

one might expect that, if A*3%- - (x) transforms as a tensor field, then T*3*- - might transform as tensor.
To investigate this conjecture, consider the above integral in x'-space,

Tlijk. = ID' g|1/2dvl Auijk. .(X') — J.D gl/zdv Alijk. .(X'(X)) // gl/zdvzscalar

:fngl/deRii.Rjj, ‘‘‘‘‘ ALy
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If the underlying transformation x' = F(x) is linear (see Section 2.8) then the R®, are independent of
position and we continue the above,

—RY; Rige. pgt2dV ATIR ()

=R \R3j. ... T3 (8.7.3)

Therefore, for /inear transformations x' = F(x), an integral of the form (8.7.2) of a tensor field is itself a
tensor of the same type.

Examples: Suppose g =1 and x' = Rx where R is a global rotation, so we have a linear transformation.
For a rotation in developmental notation one has R™* = RT. But (5.7.6) says g’ = RgRT=R 1R =1,

so g' =1 as well. We may conclude that the volume integral of a tensor field of any type is a tensor of the
same type. Here are two simple examples:

L IV

Fi= o dvRetd - xix] (8.7.4)

Under rotations, x* is a true vector, and r28*7 - x*x7 is a true rank-2 tensor (traceless). It follows that J*
and J*3 are also tensors. Under rotations, mass density p transforms as a scalar, so the following objects
are tensors as well,

I*= ID dv p(x) x* // vector

= ID dv p(x) [ 12513 - xixj] ) // rank-2 tensor, 12 = Zi(xi)2 (8.7.5)

Vector components I* are the first moments of a mass distribution, while I*7 is the usual inertia tensor.

Since I*7 is real and symmetric, it can be diagonalized by a certain rotation R. We can think of this as
a transformation from x-space to x'-space where the resulting tensor I'*7 is diagonal. In x'-space, the
diagonal elements of the tensor I'*? are then its eigenvalues (A; = I'**), while the eigenvectors are the
axis-aligned e'; of Chapter 3. Back in x-space, the eigenvectors of the non-diagonal I*7 are then e, = Se'n
where S =R™%. This can be verified as follows (developmental notation)

'=R1 R_l = I'ij :Riivlivjv(R_l)jvj :Rii'Rjj'Ii'j // contravariant tensor
I'e'n =Apen //'T"is diagonal
SO
Tea= [RT'R][Sena]= RIT'(RS)e'n = ST e'n=SAne'n =An Se'n =Anén . (8.7.6)
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9. The Divergence in curvilinear coordinates

Note: Covariant derivations of all the curvilinear differential operator expressions appear in Chapter 15.
In Chapters 9 through 13, we provide more "physical" or "brute force" derivations which are, of necessity,
much less compact. That compactness is a testament to the power of the covariant derivative formalism,
which might be called "semicolon technology". The formalism is not used in Chapters 9 through 13.

9.1 Geometric Derivation of the Curvilinear Divergence Formula

In Cartesian coordinates div B=V e B = 9,B", but expressed in curvilinear coordinates the right side has
a more complicated form.

We provide here a geometric derivation (in N dimensions) of the formula for the divergence of a
contravariant vector field expressed in curvilinear coordinates, which means x'-space coordinates with
Picture B.

Picture B /’m

" S.R x-space
2 SP?CG Cartesian
g .g:‘|

(9.1.1)

This derivation is an exercise in using the transformation results obtained in Chapter 8 above, and in
understanding the meaning of the components of a vector, as discussed in Section C.5.

The divergence of a vector field can be computed in a Cartesian x-space by taking the limit of the flux
emerging from a closed volume divided by the size of the volume, in the limit that the volume shrinks
down around some point x. Being a scalar field, the divergence is a property of the vector field at some
point x and therefore cannot depend on the shape of the closed volume used for the calculation®. If the
shape of the volume is taken to be a standard-issue axis-aligned N-piped, the divergence obtained will be
expressed in terms of the Cartesian coordinates and in terms of the Cartesian components of the vector
field: [div B](x) = 0,B"(x) where B = B™i. However, if the N-piped shape is the one below, evaluation of
this same [div B](x) produces an expression which involves only the curvilinear coordinates and the
curvilinear components of the vector field, as will now be demonstrated.

T For example, the total amount of water per second flowing through a mathematical closed boundary
surrounding a point-source sprinkler head will not depend on the shape of that boundary. This fact is

part of the Divergence Theorem, see e.g. wiki.

We start by considering again our differential non-orthogonal N-piped sitting in x-space, which has edges
e dx'™, faces dA™ and volume dV, as discussed in Section 8.4 above:
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skewed N-piped

€4 dx'l
X-space (9 1 2)

In order to avoid confusion with volume V or area A, we name the vector field B. As just noted, the
divergence of a vector field B is the total flux flowing out through the faces of the N-piped divided by the
volume of the N-piped, in the limit that all differentials go to 0. Thus one writes symbolically,

[divB](x) = (1/dV) | dAeB = (1/dV) | dA(x)eB(x) (9.1.3)

where the surface integral is over all the faces of the above x-space differential N-piped. Recall that as we
move around in space, the shape (and size) of the above N-piped changes, so the dA of a face changes,
hence dA(x).

Comment on the div B as a scalar. If B is a tensorial vector field, then we claim that div B is a tensorial
scalar field, and one can write

[div B]'(x") = [div B](x) . (9.1.4)

The operator object {(l/dV)fdA(x)O} acts as a tensorial vector operator, so that the result of its action on

B in (9.1.3) is a tensorial scalar. In (8.4.c.2) and (8.4.d.3) it was shown that dA and dV are vector and
scalar densities of weight -1. This means that dV' = J dV and dA' = J RdA so the ratio dA/dV in our
operator is a tensorial vector.

The fact that div B is a tensorial scalar is much more obvious from the alternative divergence
derivation given in Section 15.3. There we find that div B = B*.; which evaluated in Cartesian space
becomes div B= B* A= d:B*. But in this Chapter we are avoiding Appendix F covariant derivatives!

The task is now to compute the integral fdA(x)OB(x) over the N-piped in (9.1.2).

Appendix B shows that the N-piped faces come in parallel pairs, so we start by considering pair n. We
now restore the original Appendix B convention that A, points outward from the N-piped far face

regardless of the sign of det(S). Then adding the differential distances (Ilizn dx'") to the first line of
(8.3.7) one gets,
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dA”(x) = [det(S*3(xX))| €*(%) (Tigm dx*) =/g'(X) €*(x) (Iign dx™) . (9.1.5)

From (5.12.6) and (5.12.14) with g = 1 one has |[det(S)| = |J| = g‘l/z, while e are the reciprocal base
vectors called E, Chapter 6. Quantities dA™, S, €” and g' are explicitly shown as functions of space, and
as usual x' = F(x). Again, the out-facing vector area for the far face of pair n is dA", while the out-facing
vector area for the near face is - dA™ .

From (9.1.5) the contribution to the above divergence integral from "far face n" is, approximately,

[dA]eB(x) ~ [\/g(X£ar) € (Xzar) (lizn dx'*) JoB(Xzar)
= /2 (X'zar) (Tign dx'*) €*(Xear) ® B(Xzar) , (9.1.6)

where xgar is taken to be a point at the center of far face n. Recall from the 2nd last line of (7.13.10) that
B(x) = B"(x")en where B™(x") = €"(x) ¢ B(x) (9.1.7)
which says that, when B is expanded on the ey, the coefficients B™ of the expansion are the contravariant

components of vector B transformed into B' in x'-space (the curvilinear coordinate space) by B' = RB.
Thus we write,

B*"(x'tar) = €"(X£ar) ® B(Xzar) - (9.1.8)
Inserting this into (9.1.6) gives

dA"eB(xar) ~\[€(Xrar) (Min dx*) B (X'saz) . (9.1.9)
This far-face n contribution to the flux integral is now expressed entirely in terms of x'-space objects and

coordinates. A similar expression obtains for the near-face n, but the sign of dA™ is reversed. Adding the
contributions of these two faces of pair n gives

_[two faces n dA.B(X) :{ \ g'(xvfar) Bm(x’far) - g’(xlnear) Bln(xvnear) } (Hi;én dXVi)-

In x'-space, if X'near is a point at the center of the near face of face pair n, then 110
X'far = X'near +€'n dx™ where e ', = axis-aligned basis vector in x'-space (9.1.11)
since these two points map into the near and far face-n centers in x-space. For any function f,
f(x'far) - {(X'near) = (0'n f(X'near)) dx™ // no implied sum on n (9.1.12)

where a change is made only in coordinate x™ by amount dx"™. Applying to f=J B™ yields

{ \’ gv(x’far) an(lear) Y g'(xvnear) Bln(xvnear) } ~ 0'n [\[g'(x'near) Bm(X'near)] dx™ . (9.1.13)
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In the limit dx™ — 0 one has Xpear— X. Then (9.1.10) with (9.1.13) gives
ftwo faces n dAeB(x) = J'n [\/g'(x') B™(x")] dx™ (Hign dX'i)

= 0'n [Wg'(x') B™(x)] (11 dx'*) . (9.1.14)

Now all N differentials are present in (IT;dx™). The total flux flowing out through all N pairs of faces of
the N-piped in x-space is this same result with an implicit sum on n, so

total flux = _[ dAeB(x) = d'y [\g'(x') B™(x)] (II; dx'*) = 0'5 [\g'(x') B™(x)] dV" (9.1.15)

where dV' =I1; dx'* is the volume of the differential N-piped in Cartesian-view x'-space as in (8.2.3). The
divergence of B from the defining symbolic expression is then

[div B](x) = f dAeB(x)/dV = 8', [\/g'(x") B™(x')] (dV/dV) (9.1.16)
where dV is the volume of the x-space N-piped shown in Fig (8.2.2). In (8.4.¢.5) it is shown that
dv = (g"/2 dv = (dV/dV) = 1A[g'(x) /()2 =1 9.1.17)

so that (9.1.16) becomes

[div B](x) =[1A/g'(x") ] 0'a [\ g'(x") B™(x")] // all x'-space coordinates and objects (9.1.18)
[div B](x) = 0.B"(x) . // all x-space coordinates and objects  (9.1.19)

The added second line just shows [div B](x) expressed in terms of the Cartesian x-space coordinates and
objects, while the first line resulting from our derivation shows the same [div B](x) expressed in terms of
only x'-space objects and coordinates. The goal advertised above has been fulfilled.
If B is a tensorial vector, then as noted above div B is a tensorial scalar,

[div B](x) = [div B]'(x") (9.1.20)
and thus the left sides of both equations above could be replaced by [div B]'(x").

9.2 Various expressions for div B

It is shown above that

[div B](x) =[1A/g'(x") ] [Vg'(x) B*(x)] . (9.2.1)
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To obtain div B written in terms of covariant components B'y, one sets B™ = g"™" B', to get
[div B](x) =[1A/g'(x")] 0 [Vg'(x') g™ (x') Bm(x)] . 9:22)
Recall that the B'y, are the coefficients of B when expanded on the €, B = B'pe”.

In practical work B is expanded on the unit vectors €, = en/ |en | = en/h's so that

B=B"e, =B™hL¢, = B¢, where $B™=B"™h', (9.2.3)
and then
[div B](x) = [1A/g'(x") ] 0'n [\ g'(x) B(x')/ ha(x) ] . 9.2.4)

. : . A .
For example, spherical coordinate work might use €1, €2, €3 = ¥, 8, . As noted earlier, the components
$B"(x) are not contravariant vector components since they don't quite transform properly:

B™ = R",B" (B™/h'y) = R% (B™/ 1) B =h'n (R B°) . (9.2.5)

Our Picture B results so far are these, assuming B is a tensorial vector,

General: B™(x") =R"4B"(x) x=F1x") =x(x") x'=F(x) =x'(x)
[div B](x) =[1A/g'(x) ] [Ng'(x) B"(x)] B =B"en
[div B](x) =[1A/g'(x) ] [\g'(x") B™(x")/ h'n(x") ] B=38"¢,
[div B](x) =[1A/g'(x) ] [Ve'(X) g™"(x') B'm(X')] B =B'pe”
[div B](x) =0, B(x) // B® = Cartesian components of B B=B"1i (9.2.6)

[div B](x) = [div B]'(x")
For orthogonal curvilinear coordinates, one has
gy =h3i?8;,5 g™ =028 5 det(giy) =Iihs?  Afg = ih's) =hiha by (9.2.7)

so the above expressions can be written (the arguments x' of the h'y, are now suppressed)

Orthogonal:
[div B](x) = [1/(T15h's)] 0'a [(TT5h's) B™(x")] B =B"e,
[div B](x) = [1/(TT5h'3)] O'n [(TT3h's) B™(x')/ h's ] B=3"¢,
[div BI(x) = [1/(T13h'3)] &'a [(TT3h's) B'a(x)/h's?] B =Be"
[div B](x) =0, B(x) // B® = Cartesian components of B B=B"1i
[div B](x) = [div B]'(x") (9.2.8)
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Comment: Are the equations (9.2.6) valid if B is not a tensorial vector? For such a B one might try to
make it be tensorial "by definition" as discussed in Section 2.9. One would then go ahead and define
B™(x") = R",B™(x) and claim success. If such a definition does not result in an inconsistency, then such a
B has been moved into the class of tensorial vectors. Example 1 in (2.9.3) shows have such an
inconsistency might arise, and it is interesting to see how that plays out here. Suppose F is non-linear so
that R and g' = RRT are functions of x' and are not constants. Take B(x) = x (the identity field) and try to
make it be contravariant by definition, x™ = R"x™. The Cartesian divergence is then div B = 6,B™(x) =
Onx" = 3. But the first equation of (9.2.6) says

divB =[1A[g(x") ] 8 W) x™] = 0% x™ +[1Alg(x) ] x"0'm/g(x') = 3 + other stuff

(9.2.9)

and thus the two calculations for div B disagree. As noted earlier, x' = Rx conflicts with x' = F(x) in the
case of non-linear F.

This comment can be applied to the tensorial character of the differential operators treated in later
Chapters.

9.3 Translation from Picture B to Picture M&S

Picture B m

Picture M&S /U::(X)\

‘ SR X-space i SR x-space
X SD?CE Cartesian . gs;iagc © J Cartesian
9 lg:‘| g:‘]
(9.3.1)

Picture M&S reflects the notation used by Moon & Spencer. In order to avoid a symbol conflict with the
Cartesian tensor components, the Curvilinear (now u-space) components are displayed in italics.

The rules for translation are

e replace x' by u everywhere (9.3.2)
e replace 0'y by 0, meaning 6/6u”™ ( exception: on a "Cartesian" line 6, means 0/0x™)

e replace g' by g (both the scalar and the tensor) and hy' by hy,

e put all primed tensor components (scalar, vector, etc) into unprimed italics (eg, B™ — B", f'—f)

After this translation, all unprimed tensor components are functions of x, while all italicized tensor
components are functions of u.

Here then are the translations of the two blocks above: (implied summation everywhere)
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General: now B%(u) =R",B"(x) x=F(u) =x(u) u=F(x) =u(x)

[div B](x) =[1A/g]0a [\g B”] B =B,

[div B](x) =[1A[g]6a \g B* ha] B =3¢, // M&S 1.06

[div B](®) =[1A/g]0a [\g g™ Ba] B = Bne®

[div B](x) =0,B" // B = Cartesian components of B B =B" fi=B, fi

[div B](x) = [div B](u) // transformation (scalar) (9.3.3)
Orthogonal:

[div B](x) =[1/(Il1hs)] On [(I5hs) B™] B = B",

[div B](x) = [1/(TT3h3)] &n [(TT5hs) B / hy] B=%" ¢,

[div BJ(x) = [1/(T1;h1)] &a [((Tshs) Ba / ha2] B = Bpe® (9.3.4)

Notice that the scalar function [div B]'(x') — [div B](u) according to the fourth rule of (9.3.2) above,
and that the arguments of all hx(u) are suppressed.

As an example, for N=3 the second line of (9.3.4) becomes
[div B](x) = [1/(hihzh3)] { 61[hzhs B(u)] + cyclic } B=3"¢, (9.3.5)
where + cyclic means two other terms with 1,2,3 cyclically permuted.
With the replacements
B—E, $">E, hy,—/gmm
the 2nd equation of (9.3.3) agrees with Moon & Spencer p 2 (1.06).

Comment: We use the "script MT bold" font 8" for components of vectors expanded onto €. It had to be
something in upper case distinct from B® and B". In practice one can replace B" with a different symbol
and then $B" is just a formal notation appearing in formulas. For example, in spherical coordinates (1,2,3)
= (r,0,¢0) one can make the replacements B, B2, B2 — By, Be, By and these then do not conflict with
Bx, By, Bz or By, Bg, By . See Section 14.7 for another example. (9.3.6)

9.4 Comparison of various authors' notations

Different authors use different symbols for curvilinear coordinates. They usually use x-space as the
Cartesian space, and then something like u-space or &-space as the curvilinear space:
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Curvilinear coords Cartesian coords Curvilinear space \/ Znn

Picture C x" x{on X-space hn
Picture B x"™ x" x'-space h'n
Moon & Spencer (M&S) p 2 u” X" u-space \/a,
Morse & Feshbach (M&F) p 115 én Xn &-space hp
Margenau & Murphy p 192 q° x" g-space Qn
9.4.1)

These authors don't use any special notation to distinguish Cartesian from curvilinear components, nor is
it always clear whether a component is a coefficient of a unit vector or not, so one must be careful. For
example, on page 115 Morse & Feshbach simply say

o1 g A,
leA =V-:-A= mEa_&(hlhﬂhBE)

which compare to the 2nd line of (9.3.4) above (sum on n now displayed),

(9.4.2)

[div A](x) = [div Al(u) = [1/(hih2h3)] Zn &n [h1hohs @(u) /hy] A =@ &, (9.4.3)

so one should identify the M&F A, with @", the coefficient of en.
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10. The Gradient in curvilinear coordinates
10.1 Expressions for grad f

This Chapter is considered in the Picture B context,

Picture B X = F(x)
. S.R x-space
X-space Cartesian
g g:‘l
(10.1.1)
The gradient of f'is defined in Cartesian space by
[grad f]n = G = Onf(x) S0 G=gradf = O f(x)0i . (10.1.2)

Comment: To follow our conventions, we should perhaps write [grad f] as [grad f] as in [Vf] with a
bolded del operator. We decided against this so that grad, div and curl are all written non-bolded. This
seems to be a common usage of other authors.

Assuming f is a tensorial scalar field under F, then the G, = Onf(X) are covariant vector field components

under F. This is because,
[0'af(x)] = Ra" On)f'(X") = (Ra" Om)f(X) =Rp" [Onf(X)], (10.1.3)

where recall from (2.10.1) that f'(x") = f(x) for a scalar field. [ In the technical language of Appendix F,
one can write from (F.9.1) that tensorial vector f;n =, = Onf. ]

Since Onf is a tensorial vector, the covariance of Section 7.15 gives us (10.1.2) expressed in x'-space,
[grad f]', = G'n =J'nf'(X") . (10.1.4)
According to the last line of (7.13.10) vector G can be expanded as
G=Ghel +Ge?+.. = T,Ghe” where eneG =Gy (10.1.5)

where the coefficients G', are the covariant components of G' in x'-space, which is the transformed G.

One can thus write

G(x) =[grad f](x) = G'he” =0 f'(x)e" = €" Inf'(X") = Verf'(x) VieL=e"0'"y
G(x) = [grad f](x) =0af(x) i =1 Ouf(x) =V f(x) V=10, (10.1.6)

where the second line shows the usual Cartesian form of the gradient. The first line shows how one could
define a "curvilinear gradient" operator V'cy, = €"0'n, but this does not seem particularly useful. To restate,
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[grad f](x) = O'nf'(x") e" // Curvilinear
[grad f](x) Oaf(x) fi . // Cartesian (10.1.7)

In the first line, the reciprocal vectors e” exist in x-space, but the coefficients are expressed entirely in

terms of x'-space coordinates and objects. Since f(x) is a scalar field, f(x) = f'(x'), one could regard the
derivative appearing in the first line as

J'nf'(x") = 0'nf(x(x") where x(x') =F 1) . (10.1.8)
The contravariant components of grad f are then easily obtained as

G*(x') = [grad f]*(x) =0*f'(x") = g™ I(x") 0'5f'(x") G=gradf =G*(x)e; (10.1.9)
where now the expansion G'*(x') e; is that of the 3rd line of (7.13.10).
If an expansion on unit vectors is desired, the right equation of (10.1.9) can be written, since e; =h'; €; ,

G =[grad fl(x) =G e; = (G* h';) &; =@Q*¢; where @*=h'; G* (10.1.10)
so then (10.1.9) reads,

G (x')/h's = [grad fI*(x') = a*f'(x") = g*I(x) '5f'(x') G=gradf =Q*&; . (10.1.11)

Gathering up these results one gets

G's(x') = [grad f]3(x) = 0'sf'(x") G=gradf = G'i(x) e

G (x") = [grad f]*(x) =0"f'(x) =g™I(x") &5 (x) G=gradf =G*(x)e;

¢ *(x) =h's[grad f]*(x) =h'; 0'f'(x) =h'; g™ I(x') 351 (x) G=gradf =@*(x)¢;
(10.1.12)

which can be rewritten

[grad fl(x) = (@:f'(xD "

[grad f](x) = (0*f'(x)) ex  =g™I(x) (O'5'(x)) es

[grad f](x) =h's (*f'(x)) & =h's g™I(x) (@5f'(x)) &

[grad f](x) = (0:f(x)) fi = Vf(x) /I Cartesian

[grad f]'i(x") = Rij[grad f15(x) // transformation f'(x") = f(x) (10.1.13)

Again, in each of the first three forms above, G = [grad f](x) is being expressed as a linear combination of
e vectors which are in x-space, but the coefficients are given entirely in terms of x'-space coordinates and
objects. One can compare the last line of (10.1.13) to the last line of (9.28) that [div B](x) = [div B]'(X'),
Since div B is a scalar, there is no mixture of components as in [grad f]';(x') = R;3[grad f]5(x) .

176



Chapter 10: Gradient

For the orthogonal case g3 = ( 1/h'12) 93,4 from (5.11.9) so the block above becomes

[grad f](x) = (0'if'(x)) e*

[grad f](x) =(@*f'(x)) e = (1/0's%) (@' (x)) €5

[grad f](x) =h's (@*f'(x)) & = (I/h's) (8:f'(x) &5

[grad f](x) = (0:1f(x)) fi // Cartesian

[grad f]'i(x") =Rs’[grad f]5(x) // transformation f'(x") = f(x) (10.1.14)

This above equations can be converted from Picture B to Picture M&S using the same rules given in
(9.3.2), which we repeat below

i Picture M&S
Picture B m m

. SR X-space ~ SR X-space
. _SP?CE Cartesian . s;:ace J Cartesian
g g=1 g=4 g=1
(10.1.15)

e replace x' by u everywhere
e replace 0'y by 0, meaning 6/0u” ( exception: on a "Cartesian" line &, means 0/0x™) (9.3.2)
e replace g' by g (both the scalar and the tensor) and hy,' by hy

e put all primed tensor components (scalar, vector, etc) into unprimed italics (eg, B™ — B, ' — f)

After this translation, all unprimed tensor components are functions of x, while all italicized tensor
components are functions of u.

The translated results are then (all implied sums)

[grad f](x) = (0sf) €*

[grad f](x) = (8%f ) e; = glj (03f) es
[grad f](x) =h;(0%f) ¢ =h; g’ 05/) e:
[grad f](x) = (61f) fi // Cartesian

[grad fli(u) = Rij[grad f15(x) // transformation (vector) f(u) = f(x) = f(x(u)) (10.1.16)
Notice that [grad f]';(x") — [grad fli(u) according to the fourth rule, meaning G'i(x') — Gi(u) .
For orthogonal curvilinear coordinates,

[grad f](x) = (sf) et
[grad f](x) = (0%f) es = (1/hs?) (85f) es
[erad fl(x) = hi (@) & = (1/hs) (Oif) &1 // M&S 1.05 (10.1.17)

One can always make the replacement f (u) = f(x(u)) in any of the above equations (f scalar). And one
more time: the various e vectors are in x-space, but all the coefficients are expressed in curvilinear u-
space coordinates and components. With the replacements
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f—0 &—a; hi —Jgis
the last equation of (10.1.17) agrees with Moon & Spencer p 2 (1.05).
10.2 Expressions for grad f e B
Sometimes one is interested in the following quantity (back to Picture B)
grad fe B (10.2.1)

where f is a tensorial scalar field and B is a tensorial vector field. In this case, since grad f is a tensorial
vector field, the quantity grad f e B is a tensorial scalar, and so (grad f)' e B'=(grad f) e B .

This quantity grad f e B can be written several ways depending on how B is expanded:

B=3; B'; ¢* = gradfeB= (0™f") e,e3; Bse' = (0™f") By
B=3; Bte; = gradfeB= (Inf)e”eZ; BYe; = (0'af') B™. (10.2.2)

Here grad f comes from lines 2 and 1 of (10.1.14) and the B expansions from (7.13.10), and there is an
implied sum on n. The last line can be written, using 8'* =B"™ h'; ,

B=3;[B* hi]&; =3 8¢ = grad fe B = (Oaf) B™ = (0af") (B™/h'n)  (10.2.3)

To summarize:

[grad f](x) e B(x) = (0"f'(x")) B'a(x') forB=3; B'; e

[grad f](x) e B(x) = (O'af '(x")) B™(x") forB=3; B e;

[grad f](x) @ B(x) = (O'af '(x")) B™(x')/h'n(X") forB=3; B* &;

[grad f](x)  B(x) = (Oaf(x)) B*(x) for B=B"fi // Cartesian

[grad f](x) ® B(x) = [grad {]'(x") e B'(x") // scalar (10.2.4)

Since grad f e B is a scalar, these results resemble the divergence results more than the gradient ones.
Everything on the right side of the first three equations involves only x'-space coordinates and
components.

The conversion from Picture B to Picture M&F is straightforward using rules (9.3.2),

[grad f](x) e B(x) = ("f) Bn B=3; B; e*

[grad f](x) ® B(x) = (3uf) B B=3: B'e;

[grad f](x) ® B(x) = (35f) B"/hn B=3X; B*&;

[grad f](x) e B(x) = (d,f) B® // Cartesian B=B"1i

[grad f](x) e B(x) = [grad f](u)  B(u) // transformation (scalar) (10.2.5)
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where once again f'(u) = f(x(u)).
Comment: According to the Cartesian line above, one can write

grad f e dx = Opf(x) dx" = df = f(x+dx) - f(x) . (10.2.6)
This equation df = [grad f](x) e dx is sometimes used as an alternate definition of the gradient. If dx is
selected to be in the direction of grad f, the dot product has its maximum value, and therefore the gradient

points in the direction of the maximum change of a scalar function f(x). For N=2, in the usual 3D plot of
real z = f(x,y) the gradient then points "uphill", and the negative of the gradient then points "downhill".
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11. The Laplacian in curvilinear coordinates
We continue to use Picture B, see (11.9) below.
The Laplacian (also known as the Laplace-Beltrami operator) is defined by
lap f=div (grad f) =div G where G=gradf . (11.1)
Since f is (by assumption) a tensorial scalar field, G = grad f is a tensorial vector, as shown in (10.1.3).
Then, as claimed in (9.1.4), div(grad f) = div G is a tensorial scalar, meaning [lap f](x) = [lap f]'(x").
[In Chapter 15 we shall find that lap f={"*,; which in Cartesian space is f'*,; = 0;0*f = 0121 ]
In Cartesian coordinates one writes

lap f=V2f = VeVf =3.0,°f (11.2)

but this form gets modified when lap f is expressed in curvilinear coordinates. The first line of (9.2.6)
showed that,

divG =[1A[g'] dn\g' G'™  where G=G%e, g'=det(g'an). (11.3)
Meanwhile, the second line of (10.1.13) showed that,

grad f=G= [g™ (Onf) Jen =G "em, G ™=g™ @naf), Oaf'= dnfx(X)) =af (X)) .

(11.4)

Therefore,

lap £=div (grad f) = div G =[1Alg'] dn[\g' G' ™ = [1A]g'] 0 [Ng g™ (@] (11.5)
so the general results can be concisely stated:

[lap f](x) =[IA/g(x") ] In[Vg' () g™ (x") (0'af '(x")) ] // implied sum on n and m

[lap f](x) = Zp, 6n2f(x) // Cartesian f'(x") = f(x) = f(x(x'))

[lap f](x) = [lap f]'(x") // scalar . (11.6)
For an orthogonal coordinate system we know from (5.11.9) that

an=hn?dnm ™ =(1/h%2) 8n,m g =T; h'y (11.7)
so the first line of (11.6) simplifies to

[lap f](x) = [1/(IT5h's)] ' [(zh's) (1/h'%?) @nf") ] - (11.8)
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i Picture M&S
Picture B m ‘/u;;(x)\

. SR x-space i SR X-space
3 _SP?CE Cartesian u s;:ace J Cartesian
q g=1 g=4g g=1
(11.9)

[lap f1x) = [1Afg ] an [N 8™ (@) ]

[lap f](x) = Zp, 6n2f(x) // Cartesian f(u) = f(x) = f(x(u))

[lap f](x) = [lap f](u) // transformation (scalar) (11.10)
The first equation simplifies in the orthogonal case to

[lap f](x) = [1/\/_g] Om [\/é (1/hn?) (/) ] // orthogonal  // M&S 1.09 (11.11)
or

[lap f](x) = [1/(Tshs)] &n [ (Mshs) (1/ha?) (Baf) ] (11.12)
For N=3 this says,

[lap f](x) = 1/(hihzh3) { 01 [ (hz2hs/h1) 01/ ] +cyclic } . (11.13)

With the replacements
f—0 hn? — Zmm

equation (11.11) agrees with Moon & Spencer p 3 (1.09).
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12. The Curl in curvilinear coordinates
12.1 Definition of curl B

The vector curl is defined only in N=3 dimensions (but see Section 12.6 below). Picture B is used.

Picture B m

x'—sg?ce SR é%nza;:n
(12.1.1)
In Cartesian coordinates one writes
[curl B]i(x) = [V x B(X)]1 = €1 3x05Bk(X) , (12.1.2)
but when expressed in terms of curvilinear coordinates and components, the form is different.
Consider the x-space differential 3-piped shown on the right side of Fig (8.2.2),
non-orthogonal differential N-piped in x-space (12.1.3)

This 3-piped has three pairs of parallel faces. Within each pair, the "near" face touches the point x at
which the tails of the spanning vectors meet, while the "far" face does not.

According to (8.4.a.1) we can write ( all dx*>0)
dA™ =J e® (Ilzgndx'). (12.1.4)

According to (8.3.6) the vector - dA™ is the out-facing area vector for a near face. Therefore the in-facing
area vector for a near face is dA". For example, the area vector dA? of the bottom face in (12.1.3) points
up, because the bottom face is a near face and in-facing for it means up.
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Consider now the line integral of a vector field B(x) around the boundary of near face n, where the
circulation sense of the integral is determined from the right-hand-rule by the direction of dA,. Denote
this line integral by

( $Bedx)® . (12.1.5)

Sometimes this line integral is referred to as "the circulation" or "the rotation" of B around near face n
(and rot B is another notation used for curl B). This terminology is suggestive of a fluid vortex where the
fluid velocity v has a large curl component perpendicular to the vortex.

In x-space the quantity C(x) = curl B(x) is a vector field defined in the following manner in the limit that
all the differentials dx™ — 0 :

CedA® =( $Bedx) C=culB (12.1.6)

Since dA" is given in (12.1.4) in terms of ", C should be expanded on the ex. Since C is a vector density
of weight -1, (D.2.9) shows that the proper expansion of C onto the ex is given by

C= 171213 CF e (12.1.7)
so that, using (12.1.4),
CedA™ = J1 (T C*ex) o (T €™ (ign dx™)) = C™ (Ilign dx™) . (12.1.8)

Combining this with (12.1.6) gives,

CP(X) (Mign dx'™) = ( PBedx)® . (12.1.9)

Since (izndx™) = dAy is the area of face n of our differential N-piped, (12.1.9) says that the n*®
component of the curl in x'space C'™ equals the line integral of B around the boundary of face n, divided

by the area of face n, in the limit that all differentials go to zero.

Our task is now to compute this line integral and thereby come up with an expression for C™(x'), the
components of C = curl B when B is expanded onto the ey in x-space.

12.2 Computation of the line integral

This shall be done for the bottom face (n=3) of the x-space differential 3-piped. As noted below (12.1.4),
the area vector dA> points up in Fig (12.1.3). Our circulation integral by the right hand rule will be
counterclockwise around this bottom face boundary as seen in the figure, replicated here,
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e d.Xll

non-orthogonal differential N-piped in x-space (12.2.1)

In this picture, it is intended that the upper right face is farthest from the viewer, so it is the "back" face of
the 3-piped. It's parallel partner face touching the point x is the "front" face. We could call these faces
near and far, but front and back seem better here. Then the bottom face about which we are integrating
has edges front, right, back, and left.

So, grouping the contributions in pairs, one sees that.

( $Beds)® = [B(Xeront) - B(xpack)] ® (€1 dx) + [B(Xzignt) - B(X1eze)] @ (€2 dx'?) (12.2.2)

where B(X£ront) refers to the value of B at the center of the front edge of the parallelogram which is the
bottom face, and similarly for the other three edges. In the limit that the dx™ — 0, this simple
approximation of the line integral is "good enough" to produce the desired results.

Motivated by (7.18.1) thate; ed =53, expand vector B as in the last line of (7.13.10),

B=B'5e}  where B'5(x') = B(x) ® e; (12.2.3)

where the B'y are the covariant components of B in x'-space. Inserting this expansion four times into
(12.2.2) gives,

( §B-dx)3 = [B'1(X'tront) - B'1(X'back)] dx'* + [B'2(X'rignt) - B'2(X'1e£t)] dx* (12.2.4)
where X'eront = F(X£ront) and similarly for the other three points. In x-space the figure shows,

_ _ 2
dXBF = Xpack - Xfront = €2dX'
_ _ 1
dXRL = Xright - Xleft — eldx' . (1225)

Applying matrix R gives the corresponding x'-space equations (recall dx' = Rdx and e', = Re,),

dX'sr = X'back - X'front = €'2dx'2 e'2 =(0,1,0...)
dX'Re = X'right - X'1ege = e'1dx” e =(1,0,0...) . (12.2.6)
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Using the fact that
f(x'+dx") = f(x') + (of/ox™) dx™

for a variation dx' = e',dx™ (with no sum on n), one writes,

u

B'1(X'tront) + (0B'1/0x%) dx'? where dx'=e'2dx'? n=2
B2 (x'1e£t) + (0B'2/0x™) dx'* where dx'=e'1dx? n=1. (12.2.7)

B'1(x"back)
BVZ(Xlright)

u

The circulation integral (12.2.4) is then

( $Bedx)® =~ [- (OB'y/ox'?) dx'2] dx* + [(0B'z/oxh) dx] dx'2

= [- (6B'1/0x'?) + (B'2/0xM)] dx™ dx? = [- §',B'1 + 8'1B'2] dx' dx"?

= [0'1B'2 — 8'2B'1] dx'* dx'?
= £33 9By ([lix3 dx') . (12.2.8)

Repeating this calculation for faces 1 and 2 produces cyclic results, and all three face line integrals can be
summarized as (where equality holds in the limit dx'* — 0)

( $Bedx)® = 22 3By (Tisn dx'¥) . (12.2.9)

Appendix D discusses the tensor € known as the Levi-Civita ¢ tensor. In Cartesian space, the up and down

position of the indices does not matter, as for any tensor. In non-Cartesian space up and down does

matter, as with any tensor. The only fact needed here is (D.4.8) that 2P = ¢®° - where ¢ is the

tensor in x'-space. In Cartesian space one can regard £2°°* = g1 . as a bookkeeping permutation tensor

with the properties stated below (7.7.4) Installing then €2 = £™2® into (12.2.9) yields,

( PBedx)® = &% 5By (Isn dx'?) (12.2.10)

and this integral is then given entirely in terms of x'-space coordinates and objects.
12.3 Solving for the curl

Recall the expression (12.1.9) involving the curl component C™ in x'-space,
CP(X) (Mign dx'™) = ( PBedx)® . (12.1.9)

Insert (12.2.10) to get

185



Chapter 12: Curl

C™(x') (Hign dx*) = ™3P 3B ( [izn dx'?) . (12.3.1)

The differentials cancel out, so then take dx*— 0 and thus shrink the 3-piped down to the point of
interest x = F'l(x') so that

Cyn _ Svnab 8’anb ) (1232)
Then from (12.1.7) we find, since J = \/_’ ,

curl B=C=1J"1C" e, // implied sum on n

= [(1A[g') €** 0aBs ] en . (12.3.3)

The comparison between the curvilinear- and Cartesian-expressed curls is this:

[curl BI(x) = [(1A[g') €™ 0'.Bs(x') Jen = (1Alg') { [0'1B'2 - @2B'1] es +cyclic }

[curl B](x) = £ 8,Bp(x) fi = {[61B2 - 32B1 13 +cyclic }. (12.3.4)

Comment 1. The equation curl B = C = [(1/\/5’ ) €™ §',B', ] en obtained above assumed that B was a
vector and the expansion B = B'ne” was used. If B were a vector density of weight -1, the expansion

would be B= J"'B',e” and the result would be curl B = C = [(1/\@ ) €™ 9. '1B'b) ]. This situation
will arise in consideration of the vector Laplacian in Chapter 13. Once again, J = \/E . (12.3.5)

Comment 2. Our "big result" of this Section is really (12.3.2) that C™ = £™3® §',B'y. We could have
obtained this same result starting way back with (12.1.2) that C™ = £2°°0,By, . The incantation is that this
latter equation, being a tensor density equation, is covariant in the sense of (7.15.9) and therefore in x'-
space it has the same form with everything primed. But doing it the hard way provides a good physical
intuition for the curl of a vector field. (12.3.6)
12.4 Various forms of the curl

In (12.3.2) and (12.3.3) we found that,

c™ =¢™P 5By C=JC"e, B= B e"
curl B = [(1Ag') €°% 8B’y ] €n . (12.4.1)

If it is desired to have contravariant components of B, one gets

Cvn — 8vnab ala(gvchvC) C — J—lcun en B — an en
curl B = [(1Afg') €™ 0'a(g'beB™ )] €n . (12.4.2)

For practical applications, one usually wants both vectors expanded on the €, unit vectors in this way
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C=JC"e, = (J'C"hp) &, =e€™¢&, et =n, It
B=B" e, = (B™ h'y) &, = B™ €, B =h',B" . (12.4.3)
Using then €™ = (J7*h';)C™ and C = (J"*h'y)C™ &, and J =g’ one finds,
e® =[(1Ag') h'n €™ 3'a(g'bc B/M'c)] C=€"% B=3%"2%,
curl B = [(1A[g') h'n €™ 8'a(g'pe B/h'e )] &n curl B=C . (12.4.4)
To summarize: B'® =R°%4B? g =g'(x") etc.
[curl B](x) = €™ [(1A[g') 0'aB'b ] €n B =B'e" (12.4.1)
[curl B](x) = €™ [(1Ag') 'a(g'beB™ )] €n B =B"e, (12.4.2)
[curl B](x) = €% [(1A[g') h'n O'a(g'be B'/N'c )] & B=%"¢, (1244
[curl B](x) = €™ 9.Bp(x) fi // Cartesian B=B" 1 (12.4.5)
Converting from Picture B to Picture MS with rules (9.3.2),
Picture B m Picture M&S m
v S,R X-space _ SR X-space
2 SP?CE Cartesian ugs;:agce J Cartesian
g g=1 g=1
(12.4.6)
one gets :
[curl B](x) = € [(1A[g) 0aBb ] €n B = Bpe®
[curl B](x) = £ [(1A[2) Oa(gneB® )] €n B =B,
[curl B](x) = &"*°[(1A]g) hn Oa(gbe B/he )] &n B = %%,
[curl B](x) = €™ 0.Bp(x) fi // Cartesian B=B"1i (12.4.7)

Warning: The object £ in the first three equations is now in u-space which is non-Cartesian, so up and
down index positions do matter, but when indices are all up, it continues to be the normal permutation
tensor.

Determinant Notation

Consider the following determinant,

Y: Y2 Y3
Z1 Zo 73

det(M) = £2*°X,YpZe =

X1 X2 X3

187



Chapter 12: Curl

If one regards X, as a vector X, with components (Xp)i one could write the above line as three

determinant equations,

(X1)i (X2)i (X3)i
Y1 Y, Ys
71 Z> Z3

Q: = det(M3) = £**°(Xa)1 YZe = , i=1.23.

One could then combine these into a single vector equation,

X1 X2 X3
Y1 Yo Y3
Z1 7o 73

Q= = 2P° X, YpZe .

As an example, suppose Xp =€, Yn = On (an operator), and Z, = B . Then one has

€1 €2 e3
01 02 O3
B1 B2 B3

= £®° X, YpZc = €™ XnYaZp =" en(0aBy) .

Q=

But the expression on the right is recognized as \/_g [curl B|(x) from the first line of (12.4.7). It is in this

notation that we now rewrite (12.4.7) in the traditional determinant notation:

€1 €2 €3
[curl Bl(x)= (1A[g) | 61 02 03 B= B, "
B1 Bo B3
€1 €2 €3
[cul Bi(x)= (1Af[g)| &1 02 03 B= B" e,
g1cB° gchc g3ch
hy € ho €5 hs €3
[curl B](x) = (1A[g) 01 2 03 B= 3" &,
(glc/hc) B° (g2c/hc) B° (g3c/hc) B
A A A
1 2 3
[curl B](x) = 01 02 O3 // here On= 0/0x™ and Bz = Bi(x) B=
B: B> Bs

12.5 The curl in orthogonal coordinate systems

(12.4.8)

(12.4.9)

(12.4.10)

B" fi (12.4.11)

For such systems g; 5 = 8i,jhiz and det(gap) = h12h22h32 SO \/_g = hjhzhs . It is then a simple matter to

convert all the above forms and the results are:
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Picture B: B'°(x") =R%BY(x) hy'=
[curl BJ(x) = &™® [(1/(hy'hz'h3") 8'aB's ] €q

[curl BJ(x) = &2 [(1/(h1'h2'hs")) d'a(h's?B® )] eq

[curl B](x) = &2 [(1/(h1'h2'h3") h'n &'a(h's B) )] &n

[curl B](x) = €™ 8,By(x) fi // Cartesian

Picture M&S (12.4.6) : B°(u) =R%3BY(x)

[curl B](x) = £ [(hih2h3)™* 0aBs ] €n
[curl B](x) = £ [(hih2h3)™* 8a(hs?B®)] en
[curl B](x) = £"®[(hihzhs)™ hy da(hy B°)] &4

€1 €2 €3
[curl B](x) = (hihzh3)™ | 01 02 O3
B1 By Bs
€1 €2 €3
[curl B](x) = (hihzh3)™ | 01 02 O3
h12Bl hzsz h32B3

h1 ’e\l h2 /e\z h3 /6\3
[curl B](x) = (hihzh3)™| &1 02 O3
h: B hy 8% h; B3

With the replacements

B—E B*— E, €n— an h; —

gii
equation (12.5.5) agrees with Moon & Spencer p 3 (1.07a).
12.6 The curl in N > 3 dimensions

Looking at the basic form (12.4.7) of the curl,

[curl B]*(x) = €™ 9.Bp(x) // Cartesian

h;'(x'") etc.
B =B'ze"”
B =B"e,
B=3"¢,
B=B"1

h; = hi(ll) etc.

B = Bpe"
B =B",
B =3"¢,
B= B, e"
B= B" e,
B= 38" ¢,

Chapter 12: Curl

(12.5.1)

(12.5.2)

(12.5.3)

(12.5.4)

/I M&S 1.07a

(12.5.5)

(hihohs)™ — (1Afg)

(12.6.1)

it is hard to imagine a generalization to N>3 dimensions where the curl is still a vector. The only vectors
available for construction purposes are Jp and By. For N=4 one might try out various generalizing forms

[curl BI*(x) = (1Afg) €**° 0a(db Bo)

[curl BI*(x) = (1Afg) £ 8, (BbBo))

= (1A[g) €*°° 8.0 Be
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but these two forms vanish because antisymmetric € is contracted against something symmetric. Thus the
idea of using multiple cross products as used in Appendix A does not prove helpful.

At this point we call upon the Appendix F notion of covariant derivatives and related semicolons.

The rank-2 tensor By;a — Ba;» = 0aBp — ObBa discussed in (D.8.5) provides the logical extension of the
curl to N > 3 dimensions. For N=3 it happens that the object can be associated with a vector curl,

[curl B]* = €™ [Bp,a —Ba;p ]2 = € Bp.a =™ [0aBp — GpBa 12 =€™*0,By, . (12.6.2)

’

In relativity where N=4, there is no vector curl, and one sees By:a — Ba ;b referred to as the covariant curl,
and 0aBp — OpBa as the ordinary curl (Weinberg p 106 (4.7.2)).
Writing the N-dimensional contravariant curl components in this manner in Cartesian x-space,

[curl B]*3 = (B3’ —B/J) (12.6.3)
one can then ask how this generalized curl would be expressed in terms of x'-space coordinates and
objects. (This curl is a regular rank-2 tensor with weight 0, the vector curl has weight -1 ).

The general issue of expanding tensors is addressed in Appendix E where this general result is
obtained in (E.2.11),

A=Z%;55x. .. ALK (e1®e3®ex...) . A'Y3X- -+ = contravariant components of A in x'-space
(12.6.4)
Applying this to A = [curl B] one gets
[curl B] = X;ij[curl Bl*Je;®e5; = Z;35(B7'* —B'*3)e;®e; . (12.6.5)

The Cartesian components of curl B in x-space can then be expressed in terms of x'-space components
and coordinates,

[curl B]*®(x) = Zi5 [curl B*? (e1)2(e;)°
= Z35(B77F — B I)(es)(es)° (12.6.6)

where the tangent base vectors ey exist as usual in x-space, and B = B™(x') where x' = F(x). Using
(F.9.5) one finds that

(Bva;b . Bnb;a) — (avanb _ 5’bB'a )+ ( gvacr‘vbcn - g'bcl"'acn)B’n (12.6.7)

where I is the affine connection. As in previous Sections we could write this in various ways involving
components B'p, B™, and 8B '™. Since (12.6.7) is covariant, in x-space it takes the same form with no
primes

(B*® —B®)= (0°B”- 0"B*)+ (g*Tn- ¢"T"n)B" (12.6.8)
= (&°BP- &°B?) .
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The second line is due to having I' = 0 by (F.4.16) for x-space being Cartesian with g = 1. This is also true
for a quasi-Cartesian x-space having g = G, as discussed in (1.10), because the x-space basis vectors are
then constants and I involves their spatial derivatives.
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13. The Vector Laplacian in curvilinear coordinates
13.1 Derivation of the Vector Laplacian in general curvilinear coordinates

The vector Laplacian is defined in terms of the vector curl which is only defined for N=3 dimensions.
The context is Picture B,

Picture B m

" SR X-space
X sg?ce Cartesian
=1
2 (13.1.1)
The definition of the vector Laplacian of a vector field B(x) is
V2B = grad(div B) — curl (curl B) . (13.1.2)

If B is a vector, div B is a scalar, grad(div B) is a vector, so we expect V?B to be a vector. An annoying
observation is that, according to Section D.§, curl B is a vector density of weight -1 and therefore
curl(curlB) a vector density of weight -2, and so apples are being subtracted from oranges to make V2B.
This tensor conundrum is resolved in Section 15.7 so we ignore it for now and proceed undaunted.

In Cartesian coordinates, one finds that, as proven below (15.7.3),
[VZB]* =V3BY) = 3,0.°B*, (13.1.3)
but expressed in general curvilinear coordinates the form gets modified.

To avoid confusion, some authors use different symbols for the vector Laplacian operator. For example,
Moon and Spencer use % in place of V2 and we will honor these authors by using that symbol here, so

B = grad(div B) — curl (curl B) . (13.1.4)

In order to make use of the results of earlier Sections, define

G =grad(f) where f=divB (13.1.5)

V=curl C where C =curl B (13.1.6)
so that

B = G-V . (13.1.7)

The first line of (10.1.13) gives this expression for G,
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G = grad(f) = (O'%f") €. (13.1.8)

Now replace f 'using the first line of (9.2.6)

f'=f'(x)=f(x)=divB = [IAlg']d: [\g B?] (13.1.9)
so that
G = 0%{ (1Ng) 1 (g B} €

™ (1A[g) 01 (g B} en. (13.1.10)

The second term V is little more complicated. First, from the first line of (12.4.5) write,

C=curl B= ¢ [(1Ag') d'a{ Bb}len =J'C"en =(Ag)C"en /17=A]g
V=curl C= ¢ [(1A[g') 0e{T 7 Ca} Jen =T2VPe, = (I/g) V™en (13.1.11)
where recall from (D.4.8) that gabe- - = ¢ — the ysual permutation tensor, but written up and

primed so as to be in covariant form. The factors of J appearing in the expansions on the far right are due
to the fact that C is a vector density of weight - 1 and V a vector density of weight -2, see (D.2.9).

From (13.1.11) we extract these facts,

cm = Svnab ava{ Bvb} (13112)
V=g e 0t (1N )Cla) - (13.1.13)

Now lower the index on C'™ in (13.1.12) to get
'a=g'aeC'® = g'ae £°*° (0'aB'p) , (13.1.14)
and insert this into (13.1.13) to get
V=g e" dc{ (1N[g') gae £°% (0'aB') }
=g ™9 e°P 0 { (1Ng') gae(@aB') } - (13.1.15)
Then from (13.1.11) we have this expression for V,
V=curl C= (1/g) V™en =[ (1AJg )e™?e°® 3¢ { (1A[g') g'ae(@aB'b) }] €n . (13.1.16)

We can then summarize our results:
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4B =G-V (13.1.7)
G=0"{(1AJg)d: (g BY)} en (13.1.10)  B= B™e,
V=[(AJg) e e*® ¢ { (1A[g') g'ae(@aB'b) }] €n (13.1.16) ' B= B'ye®
=[(1Afg) ™4 e°® 5'¢ { (1A[g') g'ae(@algbeBE]) } €n - B= B%, (13.1.17)
Often one wants vectors expanded onto the unit vectors en
B=B" e, =B™ h'y &, = B™8, =X B™= 8"/, (13.1.18)
and the above set of equations becomes
4B =G-V
G=hy 0™{ (1Afg) i (g B'/M's)} &, B= 3™ &,
V=h4q[(1Afg) g™ e 0 {(1A[g) gae(@algbe B 'E/M'e]) }] &n . (13.1.19)
To this list we can add the Cartesian form
%B = [V?B"]h // Cartesian, fi =ug B=B"f  (13.1.20)
Converting from Picture B to Picture MS using rules (9.3.2) gives,
Picture B m Picture M&S m
) SR X-space i SR X-space
: _SP?CE Cartesian ! s;iace J Cartesian
g g=1 9=9 g=1
(13.1.21)
4B =G-V
G=0"{ (1Ng)a: (g BH} en B= B,
V=[(1Ag) &% &% 0 { (1A[g) gae(@algoeB]) }] €n
G=hy { (1Ng)8; (g B/hy)} &, B= B &,
V=ha[(1A[g) €& 0c { (1Ag) 2ae(@algpeB/he]) }] &
%B = [V?B"]h // Cartesian, fi =ug B=B"f (13.1.22)

In the equations above, all the 6; mean &/du® and the argument u of all functions is suppressed. The

Cartesian form will be verified below.

Comment: The above general statement of ®B in curvilinear coordinates is amazingly complicated.

Using (D.10.37-39), one could replace &% £22°

_ S(ncd;eab) =5 ncd
eab

=0n,edc,a0q,p + 5 similar terms,
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but this just expands the V term into six terms in place of one. The alternate path of starting with [%B]" =
B™/3 5 as shown in Section 15.8 leads to a result involving the affine connection I', as well as 0:I" and

IT terms and is also quite unpleasant. We must accept the fact that B is a complicated object which
complicates the study of differential equations (such as Navier-Stokes) in general coordinates.

13.2 The Vector Laplacian in orthogonal curvilinear coordinates

We continue in Picture M&S and shall use only the €, expansion. Setting g;5 = hiZSi,j and g' =
(l/hi)ZSi,j from (5.11.8), our equation (13.1.22) simplifies somewhat,

B =G-V=h, [ &{(1Ag)d: (g B (u)/hs)}
— (1Afg) %% 0.{ (1N[g) 2ae (Pa [gos B (u)/he]) } 18n

=hn [0k n0x{ (1A[g) ;s (g B (u)hs)} (1/hy)?
— (IAfg) €*°%e%®® 0.{ (1A[g) ha®3a, e (O [h673p, £ B (WVhe]) } ] €n

=hn [8a{ (1Ng) 0 (g B*(u)/hy)} (1/hy)?
— (1Afg) €968 0.{ (1Ng) ha® (@a [hs B(W)]) } ] €n

= [(1/h) &nf (1Ag) s \[g B 1)} — (hafg) €% % ac{ (1Ag) ha? (Ba [ho B°]) } ] &n.
=[ An— (hn/\/é)Bn] €n (13.2.1)

where An= (1/hn) 8n{ (1A[g) 01 (g B/hs)}
Bn= £°°%¢%% 5.{ (1A[g) ha? (8a [hp B°]) } . (13.2.2)

Now define,

T= (1Ag) 81 (g B*/hs)
Ta = (1Alg) ha® €32 (8. [hs B°]) } ) (13.2.3)

so that

An= (1/hp) 05T
B, =¢"%0.Iq. (13.2.4)

Then (13.2.1) says

4B =[ (1/h) 8aT — (haAg) €% 0cla ] &n
where T= (1A/g) 8; (g B/h;) and
Ta= (1Afg)ha? 2 (@a [hp B } ) - (13.2.5)
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%B = [ (1/h)) 62T — (haAfg) €2°% 0l ] &1 + cyclic

But SICd Ocl'a = (02I'3 - 03'2) so

%B = [ (I/hy) 61T — (hiAfg) (0213 - 83T2)] &1 + cyclic

= [(1/h1) 01T + (hl/\/é )(0312-02T13)] ’él
+[(1/h2) 3;T + (h2Ag) (81 T3 — 3 T1) ] &2
+[(1/h3) &3T + (haA\[g ) (92 T1 — 01 T2) ] €3

Writing out the ['g from (13.2.3),

I = (1Afg)hi? (02 [hs B3] — 03 [hy B?])
T2 = (1Afg)h2? (85 [hy B — 01 [hs B°])
I3 = (1Ag)hs? (01 [h2 B%] — 3, [h1 B']) .

T= (1ANg) 6: (/g B /hs)

With the replacements

B—E B°— E, €n—a,  hy —A/gis

/I M&S 1.11

T—>Y

equations (13.2.6) and (13.2.7) agree with Moon and Spencer p 3 (1.11).

13.3 The Vector Laplacian in Cartesian coordinates

(13.2.6)

(13.2.7)

(13.2.8)

First we verify that our general orthogonal coordinates form (13.2.5) reduces to the expected result for the
case that u-space is the same Cartesian space as x-space. One then has,

h;=1 g=1 u=Fx)=x = R=S=1
(8n) =Sa* =58,* = &, =4,

B= 3" é,= B™#i = B" =B"=B,

Then (13.2.5) becomes

&B =[ 0, — €20, I'p | i // implied sum on n

where T = aiBi
Iy, = €°°¢ (8c.B9)
or

(13.3.1)

(13.3.2)
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%B =[ 0,{0:B*} - €0, { £°°® (6:BY)} 11
= [ &n{divB} — €**°0, { (curl B)p } 1
[ On{div B} — [curl (curl B)], } ] fi
grad(div B) — curl (curl B) (13.3.3)

which agrees with our starting definition of 2B (13.1.4).
Second, we verify the claim of (13.1.3) that in Cartesian coordinates
[%B], =V B, . (13.1.3)
We start with the first line of (13.3.3),
[%B], = 0,0:B* — €™ £”°? §,6.B
= 0n0iB* — (8ncBad — Onadac) 9a0cB? // from (D.10.22)
= 0q03B* — 0n04B® + 0.0cB™
=0%.B" =V4(B™) = V3B,). (13.3.4)
Comment: This is a proof of the Cartesian-coordinates vector identity [V(VeB) - Vx(VxB)], = Vz(Bn) .
Thus it has been shown that, in Cartesian coordinates,
[%B], =V? (Byn) = [ grad(div B) — curl (curl B) ], . (13.3.5)

It is this second and rather complicated form which allowed us to obtain the expression (13.2.5) for B
expressed in general curvilinear coordinates.
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14. Summary of Differential Operators in curvilinear coordinates
14.1 Summary of Conventions and How To

The results are given in the Picture M&S context, and are copied from Chapters 9-13.

Picture M&S /LF:(X)\

~ S.R X-space
u SF_)ECB J Cartesian
g=g g=1

(14.1.1)
The Standard Notation of Chapter 7 is used throughout the tables.

In all the differential operator equations below, an operator acts either on a tensorial vector field B or on a
tensorial scalar field f. On the right side of the drawing above, objects are said to be in x-space, and f(x)
and By(x) (components of B) are x-space tensorial objects. On the left side of the drawing objects are said
to be in u-space. The function f is represented in u-space as f (u), while there are three different ways to
represent the components of B, called B"(u), 8"(u) and Bn(u). There is a big distinction between the x-
space objects and the u-space objects. For the scalar, f(u) = f(x) = f(x(u)) and so f has a different
functional form than f. For the vector components, the u-space components are linear combinations of the
x-space components, for example B" = R",B™ ( or B = RB, contravariant vector transformation).

See (9.3.6) concerning the font used for B™(u).
On lines marked "Cartesian", 0, = 0/0x™ and f(x) and By(x) appear (Cartesian components).

On other lines, &, = d/0u”, and the f and B objects appear in italics and are functions of u. The other
functions like hy, gay and g are also functions of u.

The vectors en, €5 and e all exist in Cartesian x-space. The e, are the tangent base vectors of Chapter 3,

and the e” are the reciprocal base vectors of Chapter 6. The unit vectors en =ey/ len] =en/h, are used as
well.

The dot product AeB is the covariant one of Section 5.10, namely, Aiﬁi — AiBi = giinBj .

For each differential operator, the object on the LHS of the equations is always the same: it is a
differential operator acting on f(x) or B(x) in x-space. In the Cartesian lines, the RHS expresses that LHS
object in terms of Cartesian objects and Cartesian coordinates. On the other lines, the RHS expresses that
exact same LHS x-space object in terms of Curvilinear (u-space) objects and coordinates. When the LHS
is a scalar, the LHS object can be considered to be in either x-space or u-space. When the LHS is a vector,
that LHS object is in x-space but can be related to u-space objects by a linear transformation by R.
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How to Compute Things for some Arbitrary Coordinate System

For some arbitrary (and possibly non-orthogonal) coordinate system in some arbitrary number of
dimensions N, one can start with the defining equations such as the following ones for spherical
coordinates,

X = rsinfcos@ that is: x=Fu) u = (r,0,0)
y = rsinBsing
zZ=rcosf .

In the Picture M&S context and in developmental notation, one uses (2.1.5) Six = (0x3i/0ux) to compute
the matrix S. Then the covariant metric tensor comes from (5.3.3), g = S™GS. Normally one has G = 1

for Cartesian x-space, but see (1.10) for quasi-Cartesian. The scale factors are then h; = \/E and g =
det(g), as shown in (5.11.7) and (5.12.20). The contravariant metric tensor is then found as g = g~*
(matrices). The conversion to Standard Notation is then g— gap and g—g?®. These calculations are easily
automated as shown for example in the Maple code of (G.6.1) and (G.6.2).

If the coordinate system is orthogonal, then g will be diagonal and one will have gnm = hy? On,mand
Cnm = hy ™2 dn,m and finally g = det(g) = I1;h;. For the eleven classical orthogonal systems the scale
factors h; are easily found online or in other reference sources, so one can then avoid the above steps (or
verify them).

At this point, any formulae appearing in the tables below can be used.
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The expressions marked below appear on pages 2 or 3 of Moon & Spencer (M&S).

general: g=det(gap) hn’=gun O* =g*30; B =h,B" ey =hney
orthogonal: \/_g = ([I3hs) = hiho..hy  gnm= hn? dn,m g™ = h, 2 dn,m (14.1.2)

14.2 divergence

divergence general: (9.3.3) (14.2.1)
[div B](x) =[1A/g]0a g B"] B =B,
[div B](®) = [1A/g] oa [Ng 3™ ha ] B=%"8,  //M&S 1.06
[div B](x) =[1A[g] 2 g g™ Bul B = Bne"
[div B](x) =0,B" // B® = Cartesian components of B B=B"fi=B, fi

[div B](x) = [div B](u) // transformation (scalar)

divergence orthogonal: (9.3.4) (14.2.2)
[div B](x) = [1/(T13h;)] 8n [(IT5hy) B”] B = B",
[div B](x) =[1/(Il3hs)] On [(T5hs) B/ hy) B=%3"¢,
[div BI(x) = [1/(T3hs)] 3n [(TT3hs) Ba/ ha’] B = Bye"

divergence orthogonal N=3: (9.3.5) (14.2.3)
[le B](X) = [1/(h1h2h3)] { 81[h2h3 f[)'l(ll) ] + CyCliC } B=%" ’én

14.3 gradient and gradient dot vector

gradient general: (10.1.16) (14.3.1)

[grad f](x) = (@) €

[erad f1(0) = (@) es =g @y es

[grad f](x) =hs(8*f) €: =hy g*F (05f) &

[grad f](x) = (61f) fi // Cartesian

[grad fli(u) = Rij[grad f15(x) // transformation (vector) f(u) =f(x) =1f(x(u))
gradient orthogonal: (10.1.17) (14.3.2)

[grad f](x) = (0s/) €*
[grad f](x) = (0°f) es = (1/hs?) (B3f) s
[grad f](x) =hs(8f) &3 = (1/hy) (0sf) €1 // M&S 1.05
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gradient dotted with a vector: (10.2.5) (14.3.3)
[grad f](x)  B(x) = (6°f) Ba B = Bpe®
[grad f](x) ® B(x) = (0nf) B" B = B",
[grad f](x) ® B(x) = (Onf) B"/hn B=%"¢,
[grad f](x) e B(x) = (0nf) B” // Cartesian B=B"1

[grad f](x) ® B(x) = [grad f](u) ¢ B(u) // transformation (scalar)

14.4 Laplacian

Laplacian general: (11.10) (14.4.1)

[lap £](x) =[1Alg] cul\g g™ @nf) ]

[lap f](x) = 6a2f(X) // Cartesian 7 (u) = f(x) = f(x(u))
[ap f](x) = [lap f](u) // transformation (scalar)
Laplacian orthogonal: (11.12) (14.4.2)
[ap f](x) = [1/(Tshs)] 6l (shs) (1/ha?) (3af) ] // orthogonal // M&S 1.09
Laplacian orthogonal N=3: (11.13) (14.4.3)

[lap f](x) = 1/(hihzh3s) { 01 [ (hzhs/hy) 01 ] + cyclic }
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14.5 curl
curl general: (12.4.7-11) // N=3 only (14.5.1)
[curl B](x) = € [(1A[g) 0aBb ] €n B = B.e"
[curl B](®) = £°* [(1A/g) Ga(gcB® )] e B =B,
[curl B](x) = £***[(1A/g) ha Oa(gbe B/he )] &n B = %",
[curl B](x) =& 0,By(x) fi // Cartesian B=B"1i
€1 €2 e3
[curl B](x)= (1Afg) | 61 02 03 B= Bpe"
B1 Bz Bs
€1 €2 €3
[curl BIx)= (1AJg)| 01 02 03 B= B,
gchc g2ch g3ch
hl /e\]_ h2 /e\z h3 /6\3
[curl B](x) = (1A[g) o1 02 3 B= 3¢,  /M&S1.07
(glc/hc) B° (gZC/hc) B° (g3c/hc) B
A A A
1 2 3
[curl B](x) = 01 02 O3 // here Op= 0/0x™ and B; = B;(x) B=B" 1
B; B, Bs
curl orthogonal: (12.5.2-5) (14.5.2)
[curl B](x) = €™® [(hihohs)™ 0aBp ] en B = Bye"
[curl B](x) = €™ [(h1hohs) ™! 8a(hp2B® )] en B =B",
[curl B](x) = &™**[(hihzh3)™* hy Ba(hs B°)] &5 B=3"¢,
€1 €2 €3
[curl B](x) = (hihzh3)™ | 01 02 O3 B = Bpe"
B1 Bz Bs
€1 €2 €3
[curl B](x) = (hihzh3)™" 01 02 03 B = B,
hi2B' h,?B? h32B3

hl 'él hz /e\z h3 /6\3
[curl B](x) = (hihzh3)™| o1 o 3 B= $B"¢, // M&S 1.07a
hy B* hy, B2 hs B>
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14.6 vector Laplacian

vector Laplacian general: (13.1.22) // N=3 only

[ B](x) =G-V

G=0"{ (1Ng)d: (g BY} en
V=[(1A[g) %2 5. { (1A[g) gae(@algpeBT]) }] €n

G= h, ™{(1Ag)o;: (g B */hs)} &,
V=ha [ (1[g) €65 0c { (1A[g) gae(@alepsB/he]) }] &n

% B = [V’B"]fi // Cartesian, fi =uy

vector Laplacian orthogonal: (13.2.6-7)

[&B](x) =[(1/h1) 61T+ (haAlg) (@3T2—02T3)] &1
+[(1/h2) 82T + (h2Ag) (81 T3 — 33 T1) ] &2
+ [(1/h3) 03T + (h3/’\/é )(02T1-01T2)] /6\3

T= (1A[g) ;s (g B/hs)
Iy = (1Afg)hi? (82 [hs B3] — 05 [ha B])

T2 = (1Afg)ho? (83 [hy B'] - &1 [h3 B])
I's = (1A/g)hs? (81 [ha B%] — 62 [hy BY])
or (13.2.5)

[% B](x) =[ (1/hy) 8aT — (haA\[g) €**P0, Tp ] €

T= (1Ag) 6: (/g B /hs)
Iy = (1Ag) hp? €24 (e [ha B

Chapter 14: Summary

(14.6.1)
B = B%,
B= 38" ¢,
B=B"n
(14.6.2)
/I M&S 1.11
(14.6.3)
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14.7 Example 1: Polar coordinates: a practical curvilinear notation

From our many visits to this example we know that :

general: g=det(gap) hn’=gan O =g*30; B =h,B" ey =hney
orthogonal: \/_g = ([I3hs) = hiho..hy  gnm= hyn? dn,m g™ = h, 2 dn,m (14.1.2)
e; =r(-sinf,cosf) =eg =71 €o //=r 6
€2 = (cos0,sinf) =e; =€y /=t (3.4.2) (14.7.1)
0 r X y
2 .
- 0\0 -sinf/r cosO/r 0
85 =( 01 ) . R= (cos(e) sind ) c uu=0 ux=r (I (14.7.2)
(5.13.11) (3.4.1)
h1=he=\/g99 =r h2=hr=\/grr =1. (5.13.11) (14.7.3)

Assume one is working with a 2D vector velocity field v(x) -- our first encounter with a "lower case"
vector field which we have been careful to support with the general notations above. Since one knows the
names of the variables 1=08 and 2=r, one might define the following new variables on the first line to be
the officially named variables on the second line

Vo T Ve Vp Vo Vg Vg Vy

vl V2 V1 V2 U-l U-2 V1:V:L V2:V2

contravariant covariant unit vector Cartesian

(italic) (italic) (non-italic) (non-italic) (14.7.4)

One ends up with the comfortable v = Veﬁ + v.# notation as shown below.

et =hp' =he® =1° // unit vector projection components

v® =hp? =hg V" =)"

Ve

Vr

V% = R®vx + R® vy = -sinf/r vy + cost/r vy

Ve =R%vx + R*yvy = c0s0 vx +sind vy (14.7.5)
)

Ve=Tr v® = -sinf vy + cosO Vy

ve=V" = cosb vx +sind vy

v=1", =% + 1 e,
A A A JA A
v=u"€, =Vvg€g+ Vel =Vvgh + VT

V=vall = v, X + Vy§7 . (14.7.6)

As an example of a differential operator, consider the divergence for orthogonal coordinates from (14.2.2)
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[div B](x) =[1/(IT3h1)] & [(T3hs) B" / hy] . B=3"¢, (14.7.7)

Applied to the present situation one gets (hy =hg =rand h, =h,=1),

[div v](x) =[1/(h1h2)] { 01 [hz ] + 2[hy ¢?] } V=¢" 8,
= [1/(hehz)] { Oe [z Ve ] + Orlhe vz] }
=(1/r) { Ogve *+ Ox(rvy) } . (14.7.8)
Suppose vy and vy are constants. Then the Cartesian expression says
[div V](X) =0nV" =0xVx + Oyvy =0+0=0 . (14.7.9)

Equation (14.7.9) agrees :

[div vI(x) = (1/1) { Oeve + Ox(rvz) }
= (1/r) { Os[-sInO vy + cosO vy] + Ox(r [cOSO vx + sind vy]) }
=(1/r) { [-cosO vy - sin0 vy] + [cosO vx + sinO vy] }
=0. (14.7.10)

The notation illustrated here works for any curvilinear coordinates.
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15. Covariant derivation of all curvilinear differential operator expressions
15.1 Review of Chapters 9 through 13

Let us briefly review the discussion of Chapters 9 through 13 concerning the expression of differential
operators

div, grad, lap, curl and %=

in curvilinear coordinates. The underlying framework was provided by Picture B,

Picture B m

'’ SR xX-space
h spf-ce Cartesian
g g=1

(15.1.1)

where the coordinates x™ of x'-space were the curvilinear coordinates of interest, while the coordinates of

x-space were the Cartesian coordinates. The transformation x' = F(x) provided the connection between the
curvilinear coordinates and the Cartesian ones.

In Chapter 9 the object div B was treated as the total B "flux" (fBOdA) emitting from an N-piped in x-

space divided by the volume of that N-piped, in the limit the N-piped shrank to a point. Using Appendix
B formulas for the N-piped area, and using the key expansion

B=B"e, , //(7.13.10) line 3
where the e, are tangent base vectors in x-space and the B™ are components of B in x'-space, we obtained
in (9.1.18) a way to write the Cartesian-space div B in terms of curvilinear x' coordinates and x'-space
objects, namely, B™(x"), g'(x') and the gradient operator 0'; = 0/0x"".
In Chapter 10 the vector grad f was expanded using (7.13.10) line 4 that V = V'pe” to get

grad f = [grad f]'n,e” = (O'nf")e”

where € are the reciprocal base vectors. This result was expressed in various ways, and gradf eB was
also treated such that gradf eB = (0'yf")e” @ B™e, = (0'nf') B™ . [ Recall that f'(x") = f(x). ]

In Chapter 11 the Laplacian was written as lap f = div (grad f) and then the results of Chapters 9 and 10
for div and grad were used to obtain (11.5) which expresses lap f in terms of x'-space coordinates and

objects B™(x"), g'(x), g™ (x') and 8'; . In traditional notation, one writes V=V e [ V] =div (grad f).

In Chapter 12 the x'-space curl component C™ = [curl B]'"™ was treated as the circulation line integral of
B around near face n of the same N-piped used in Chapter 9 for divergence, divided by the area of that
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face, again in the limit the N-piped shrank to a point. With the expansions B = B'ne"” and C = J “1C”en,

this led to an expression (12.3.3) for curl B in terms of the curvilinear x' coordinates and the x'-space
objects B'n(x'), g'(x), g™(x")’ €™ and 9'; .

In Chapter 13 the vector Laplacian was treated using the definition
% B = grad(div B) — curl (curl B)

and then the results of Chapters 9, 10 and 12 on div, grad and curl were recruited to produce an
expression (13.1.17) for & B in terms of x'-space coordinates and various x'-space objects.

15.2 The Covariant Method

We shall now repeat all of the above work using "the covariant method" which, as will be shown, gets
most results extremely quickly, but at a cost of requiring knowledge of tensor densities and covariant
differentiation, as described in Appendices D and F.

Imagine that one has a Cartesian x-space expression for some tensor object of interest Q,
Q---- = [ Cartesian form with various up and down indices and various derivatives | (15.2.1)

where Q---- means that Q has some number of up and down indices. The following four steps should then
be carried out:

1. Arrange any summed index pairs within [....] so they are "tilted". Then when [...] is "tensorized" those
tilted pairs will be true contractions.

Note that doing this does not affect the Cartesian value of this object [...] since up and down indices
are the same in Cartesian space.

2. Replace all derivatives with covariant derivatives. Thus is done by first writing all derivatives in
comma notation, and then by replacing those commas with semicolons. For example:

9aBa = Ba o« — Ba:« . //Ba:;« =0 Ba—T"aeBa (F.9.2) (15.2.2)

Objects like 64Ba which are not tensors become objects like Ba;« Which are tensors according to the
theorem of (F.7.1).

Note again that doing this does not affect the Cartesian value of this object [...], because in Cartesian
x-space ["44 = 0 as per (F.4.16). For a more general case like Bape. .x:« Shown in (F.7.2), making the
replacement Bape. . x,« makes no difference as long as Bapc. .x 1S a true tensor (W = 0), because all those
I' correction terms seen in (F.7.2) vanish in Cartesian space. The same is true regardless of index
positions.

3. Insert appropriate powers of g as needed to achieve appropriate tensor density weights so that all terms

in [...] have the same weight and this weight equals the weight of Q---- . Tensor densities are discussed in
Appendix D, and this weight adjustment idea appears in (D.2.3c).
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Note again that doing this does not affect the Cartesian value of this object [...] because g = 1 in
Cartesian space (g = det(gij) ).

Comment: Since x-space is Cartesian, we know from (5.12.16) that g > 0 and g' > 0, so we don't need to
use expressions like |g| and |g'| in our current context.

4. At this point one has

Q---- = { tensorized form of the Cartesian expression of interest } . (15.2.3)
Since this is then a "true tensor equation” (it could be a true tensor density equation), according to the rule
of covariance described in Section 7.15 the above equation can be converted to x'-space by simply
priming Q and all objects within { }. One then has

Q' ---- = { tensorized form of the Cartesian expression of interest }' (15.2.4)
where the notation {...}' means that everything inside {...} is primed.
Perhaps at this point one does some simplifications of the resulting {...}"' object. The result then is the
expression of Q---- in general curvilinear coordinates if the underlying transformation x' = F(x) describes
the transformation from Cartesian to curvilinear coordinates. For a vector, recall (7.13.10) that Q = Q"™e,
so the "curvilinear coordinates" expression of Q involves the the x'-space components Q'®(x') but the

tangent base vectors e, are in x-space. A similar statement can be made for Q being any tensor, as shown
for example in (E.2.9) which says Q = Z; jx Q*7* (e;®e;®ey) .

These four steps then comprise "the covariant method". The method of course applies to tensor analysis
applications other than "curvilinear coordinates".

Uniqueness. One might obtain two tensorizations of a Cartesian expression that look different. Both these
tensorizations must lead to the same Q'---- in x'-space. For example, suppose one finds two tensorizations
of avector Q% call them {...}1® and {...} 2® which, when evaluated in Cartesian x-space, are equal
{L1% = {128 when both sides are evaluated in Cartesian x-space . (15.2.5)
One can then transform both objects to x'-space in the usual manner,
{1 =R% {01 and  {..}2* =R%{.}5°. (15.2.6)
Therefore, since {...}1* = {...}2% in x-space, one must have {...}'1® = {..}'2® in x"-space.

Example: In (15.7.6) below we will establish the following tensorization of (2B)” (the vector Laplacian),

(®B)" = {...}1" = (B,5)'" = g7/ 2%" (g7 2g, e°%B q);a . (15.2.7)
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Since in Cartesian x-space one can write (®B)® = V*(B®) = 9;07B™ = B™'7 5 , another tensorization of
(%B)" is given by

(&B)"={...}," = B3,y . (15.2.8)
Therefore, the following must be true in x'-space
Byn;j;j — (B.j;j);n_ gv—l/zelnab(gv‘1/2gvbc810deBle;d);a (1529)

Explicitly verifying (15.2.9) takes some work and we do it below in Section 15.8. Both forms are used in
Appendix I to compute 2B in spherical and cylindrical coordinates.

In the following Sections we shall in short order derive the curvilinear expressions for the basic
differential operators using the covariant method outlined above. This method is used as well (along with
parallel brute force methods) to obtain expressions for objects Vv, divT,VT in Appendices G, H, J.

15.3 divergence (Chapter 9)

In Cartesian coordinates, [div B] = o:B*=B* ,i. The true tensorial tensor which matches this is [div B] =
B*.; since I' =0 for Cartesian coordinates by (F.4.16). That is to say, from (F.9.3),

B®.4 =0« B® + 1%, B® (F.9.3)
) _ _ _

Bl;i =81B1+F1-mB“ = 6iBl:Bl,i since rcabEO.
Since B*.; is a scalar, it is the same in x-space as in x'-space (Section 7.15 covariance),

[div B] = [divB]' = B*,; =8 B*+T";, B® (15.3.1)

where B™ are the contravariant components of vector B in x'-space. But recall (F.4.2) in x'-space,

IMin = (1Alg) da(g) . (F.4.2)
Therefore
[div B] = 02 B™+ (1A[g') (g )B™ = (1Ag') 0 (\g B™). (15.3.2)

This matches the result (9.2.1) obtained in Chapter 9 by geometric methods.
15.4 gradient and gradient dot vector (Chapter 10)

If fis a scalar, then G = grad f transforms as an ordinary vector according to (2.4.2) and (2.5.1), so it is
already a tensor. According to line 4 of (7.13.10) the expansion of such a vector may be written
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G = [grad f] = G'se* = (0'if") e*. (15.4.1)
Also, grad f e B is a scalar, again already a tensor. Using this fact and line 3 of (7.13.10) that B = B™e, ,
[grad f]' e B' = [grad f] e B = [(3'if") e*] & (B™en) = (0'sf)B™8*, = (83 )B™ (15.4.2)

These two results match (10.1.7) and the second line of (10.2.4) of Chapter 10. As a reminder, since fis a
scalar field, f'(x") = f(x).

15.5 Laplacian (Chapter 11)
In Cartesian x-space the Laplacian of a scalar function f can be written as
[lap fleare =0%0sf = % 5 . (15.5.1)
The tensorized version of the Laplacian is then the following, using the ,—; rule,
lap f=f*; . (15.5.2)
To verify that this is so (we already know it is so), we call upon (F.9.19) with scalar B — f
2.0 =0 73+ 77 . (F.9.19) (15.5.3)
Then (F.4.16) says T =050 /2,4 = 0o f'2= 0 "2 =12 50 finally f'*,; =f'* ;.
Since (15.5.3) is a true tensor equation, Section 7.15 covariance says it takes this form in x'-space,
72,4 =0a "2+ 177, (15.5.4)
But lap f= f*.; is a scalar, so we have
[lap f]= [lap f]' = 71,3 = &5 P/ + T P72 = 95 £/ + D3, 00
=030 + Ty, (0™ 1). (15.5.5)
But identity (F.4.2) says Vi = (1Afg') 8'n(\g') so then
lap =030 + (1Ag') da(g' ) (@™ 1)
= [INg' 1 da g (@™ - (155.6)

This matches (11.5) found in Chapter 11.
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15.6 curl (Chapter 12)

In Cartesian space we know that C = curl B and ct = sijkajBk = giik By, 5. The obvious tensorized
form is C* = ¢'3¥ Bk ;5 which we could verify using (F.9.2) with I' = 0, but we know this is correct from
the general theory (Step 2) presented in Section 15.2. Since this is a true tensor equation, Section 7.15
covariance tells us that it takes this form in x'-space,

Ct= "By, . (15.6.1)

Recall from (D.4.8) that &3 = ¢*3¥ = the permutation tensor.

As shown in Section D.8, C = curl B is a vector density of weight -1 because it contains the € tensor
which has that weight. According to (E.2.26) the expansion of such a vector density is given by
C =J"1C"e; . Therefore,

curl B = C=J'C* e; =171 [¢3*BYy 5]es = (1Afg) e*3% B, jes (15.6.2)
But we now do call upon (F.9.2) in x'-space to show that ¢*3* B'x;5= gtk B,
Ba.« =0uB'a—T"a26B"n covariant rank-2 tensor // 2nd term is sym on a<>q (F.9.2)
SO
ka;j = 6’j B'k - F'nij'n
SO
8vljk ka;j — 8vle [avj B'k _ l—wnijvn] — 8|2l-Jk avJ ka _ Svljkl—‘lnijvn
= g3k 05B%— 0 // because €' is antisymmetric on jk, but I""x5 is symmetric on jk 1
=% By 5. (15.6.3)
Inserting this result into (15.6.2) gives
curl B = (1Afg') ¢*3* By, ses = (IAfg') e*3%(@'5B)es .

This matches the result (12.3.3) found in Chapter 12 based on geometric circulation integrals.

¥ Q = AijSij = AjiSji = (-Aij)(+Sij) = - AijSij = —Q f— Q = 0 (1564)
ioj symmetries

15.7 vector Laplacian (Chapter 13)

The vector Laplacian operator takes a bit more work. Since this is a major example of carrying out the
"tensorization process" of Section 15.2, much detail is provided.

In Chapter 13 the vector Laplacian is written % (instead of V) and is defined by
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B = grad(div B) — curl (curl B) . (13.1.4) (15.7.1)
Recall from (13.3.4) that that in Cartesian space,
[grad(div B) — curl (curl B)]* = V*B") = (&B)® // Cartesian x-space (15.7.2)
so we are allowed to use the LHS here to find the curvilinear expression of B . In components,
(&B)" = 6"(03B7) - "2, [curl Bl,
= 0™(05B7) - £"2°0, (epaed”B®) . (15.7.3)

In Cartesian space up and down index position does not matter, see (5.9.1), and we are just jockeying the
indices in search of a tensorized form with contracted indices where possible. Writing (15.7.3) in comma
notation,

(¥B)*=(B? 5)"" — £"*(epaeB*'?),a (15.7.4)
one is then free to replace commas with semicolons since I = 0 in Cartesian coordinates, see (F.4.16),

(¥B)* = (B7,5)"" — £ (epaeB®'Y)a . (15.7.5)

’

'

There is a "technical difficulty" visible here. The first term (Bj;j)’
contraction of a true rank-3 tensor on two tilted indices, but the second term is a rank-3 tensor density of
weight -2. In the second term, in order to neutralize the weight of each ¢ tensor density (from (D.4.9) each
¢ has weight -1), we shall now add a benign factor of g'l/ 2. as suggested in (D.2.3c), since g'l/ Zisa

scalar density of weight +1. This in turn is so from (5.12.13) that g' = ng which says g has a weight of -2.
-1/2

1S a true vector since it is the

The factor g is benign since g = 1 in Cartesian coordinates. So, with this upgrade installed,

(BB)* = (B3 ,5)'" — g7/ %" (g7 1 264.B%79) 0 . (15.7.6)

Now both objects Ty, = (g'l/ 2epaeB®’¥) and V* = g'l/ 2¢nab Ty ., are true vectors, so the above equation
says that a true vector is the difference between two other true vectors.

Anticipating a few steps ahead when our ship lands in x'-space, we know that e?%®Be,q = bdeBe,d due
to the e«>d symmetry of the ' term in Be;q = Be,a - [ ®eaBs of (F.9.24), and this motivates us to perform
a "tilt change" in this product. Such a tilt-change also gets the ;d index "down" which is a nicer place for
it to be since it will soon become dq4. The tilt operation is done as follows ,

deeBe;d = deeBe;d = deeBe;d = Ebc SCdeBe;d . (1577)

Recall that tilt changes like this are only allowed with true tensor indices, (7.11.3), and that is why the ¢
tilt reversal can be done only after the semicolon in Beg .4 is installed. Eq. (15.7.6) then reads,
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(ﬁB)n = (B] ;j);n - g_l/zsnab(g_l/ngc‘SCdeBe;d);a . (1578)

d

Although £, is a fine tensor, we really prefer £€5%® since this is the permutation tensor, and that is why

the g factor is added in (15.7.7).

At this point every index is a tensor index, so (15.7.8) is a "true tensor equation” in the sense of Section
7.15. The above equation agrees exactly with the Cartesian expression of (%¥B)" since g = 1, gpc = p, ¢,
and the semicolons are commas since I' = 0, a fact verified in the Comment above. The point is that we
have found a way to write the Cartesian expression of (%B)" such that both terms are true tensors. The

equation is therefore now "covariant" and the equation in x'-space can be obtained simply by priming all
objects:

(ﬁB)'n _ (ij ,‘j);n - gv—1/28|nab(gv—1/2gvbc810deB|e;d);a ) (1579)

The semicolons were installed to obtain a true tensor equation, but now that we have successfully arrived
in x'-space, we want to remove as many semicolons as possible because they imply "extra terms" since
now I # 0. Consider for example, this grouping which appears in the above,

gvnab (gv—l/ngbcngdere;d);a — 8|nab T'b;a Tvb = (gv—l/Zglbcngdere;d) . (15710)

Since Tp;a = Tb,a — [MpaTn from (F.9.24), gAYy, = gmeP T'p,a because 2P is antisymmetric on a,b
while My is symmetric, see (A.4.4). Thus,

(QB)'n = (Blj ;j);n _ g.-1/28.nab(gy-1/2gvbc8.cdeB|e;d),a ) (15.7.11)
1\
But £°%®B' g = a'CdeB'e,d for the exact same symmetry reason, so
(ﬁB)'n _ (ij ;j);n _ gv—1/28|nab(gy—1/2gybc8'cdeB|e,d),a ) (15'7‘12)
T

Meanwhile, (F.9.1) says D'® = D™ so that (B'?;5)'™ = (B, 3)'™, since the object B'?,5 = B’3,; is a
scalar like D. Therefore,

(ﬁB)'n _ (ij ;j),n - gv—1/28|nab(gv—1/2gvbc810deB|e’d),a ) (15713)
T
Since £°? is a constant (the permutation tensor, see below (D.4.1)), we now pull it through the J'5

derivative implied by ,a and then showing all derivatives the above becomes

(GB)™ = 9(BY,5) - g L/2gnebyede 5 oM/ 2g o By | (15.7.14)
From (15.3.2) and (F.9.1) that B’ = B3 we know that

[divB]= B35 = B'3,5= (1nfg) &3 (g BY) = (1nfg) 01 (/g BY) . (15.7.15)

Using this in the first term on right of (15.7.14) gives,
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(X:XB)'H — 6un{(1/,\/g| ) avi ,\/gv Byi)} o gu—l/zsmabgycde a'a(g'_l/zg'bcﬁ’dB'e) . (15716)

To compare this result to that of Chapter 13, we shuffle the indices in the second term as follows,

g|—1/28vnab8|cde a'a(g'_l/zg'bca'dB'e) // now take a,b,c’d’e — A,B,C,D,E
gl—l/ZSVnAB8|CDE a'A(g'_l/zngCavDB'E) // now take A—>C, B_>d’ C_)e, D_)a, E_)b
g|—1/28yncd8|eab a'c(g'_l/zg'dea'aB'b) ) (15717)

Then (15.7.16) reads,

(#B)™ = 0™{(1A]g") 01(\g BY)} — g7/ 2em%°%® 9'(g 2 g'ae0'aB') . (15.7.18)

This may now be compared with (13.1.17) which we quote :

“B=G-V
G=0"{(1Ng)d: (g B} en B= B"e,
V=[(1Ag) e a. { (1Ng) g'3e(0'aB'b) }] en B= Bhe® (15.7.19)

The results agree, and further processing of this result is done in Chapter 13.

This concludes our discussion of how the curvilinear-coordinate differential operator forms of Chapters
9,10,11,12,and 13 may be obtained relatively quickly using the notions of tensor densities (App. D) and
covariant derivatives (App. F), without resorting to the use of N-piped geometric constructs.

15.8 Verification that two tensorizations are the same
In Section 15.7 we obtained the x-space ®B "tensorization" (15.7.8) which written in x'-space says

(#B)" =B, 57" — g2 (g7 20 B g) e (15.7.9) (15.8.1)

Since in Cartesian coordinates (®B)* = V(B™) = 9307 B = B™7J j, an obvious alternate tensorization
is B"J 5 — B" 7,5 so that in x'-space

(&B)"=B"3 5. (15.8.2)

In Section 15.2 we showed that tensorization is unique, so these two tensorizations must be the same. We
know they are the same, but in the time-honored tradition of "trust but verify", we would like to actually
verify their equality. As many readers know, verifying things that are supposedly obvious often leads to
the discovery of problems.

The claim that the above two tensorizations are the same is not general in the abstract. It is specific in
that it applies in the "tensor world" built upon a transformation x' = F(x) where x-space is Cartesian. The
two forms are not equal if x-space has some metric tensor other than g = 1.

Our task then is to show that the following is true when x-space is Cartesian,
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Bm;j;j :Blj;j;ni gv—l/zgunab(gv—1/2gvbc8|CdeB|e;d);a ? (1583)

The plan is to rewrite the above equation in a sequence of reducing steps until we get to an equation that
obviously is true. Then one then can reverse the sequence to conclude that (15.8.3) is true. We shall mark
each step with a question mark to the right, to indicate that this is "something we want to show is true".
When the final step is reached which is true, the reader then goes backwards and erases the question
marks.

As a first and rather large step in terms of clutter reduction, we claim that,

(g'_l/zgvbCS’CdeB’e;d)'a :g'_l/zgvbcgl‘:de (Ble;d);a . (15.8.4)

’

This is an application of several facts derived in Appendix F. The main idea is Theorem (F.10.15)
concerning what objects are "extractable" from a covariant derivative expression. Eq. (F.10.17) shows
that £'°?® is extractable since €%, = 0, while (F.10.18) shows that g'nc is extractable since g'pe ;o= 0.
Finally, (F.10.20) says that, for any real s, g'® is extractable since (g'°),q = 0, recalling that g' > 0. We
then arrive at

BlnFj 5 — ij 5 /o gv—l/zgvnab( -1/2 8|Cder

g Zbc e;d);a

mab _ _ban

g 2'5ce°%® (B'e:q);a //NOW use g'pe and note € €

_ B.j;j;ni g'1/2gmabg-1/2
_ B.j;j;n_ glgbangrde pi
Therefore
B3 5= BY,57"— g% Ble.a;a ? (15.8.5)
We would next like to have all the B' tensors be multiples of B'e;4;a Which appears in the last term, so :
B™3.5 = B™®,, = g™ g% Bl;q;a
BJ,5"=B%4" =g9 g™ B q;a - (15.8.6)
Installing these expressions into (15.8.5) gives

gne g'adB'e;d;a = g,de g™ Ble;a;a— g'_l 8vbdeg'bna Ble;d;a
or

[ gune gvad_ gvde gvna + gv—l gvbde vana ]B'e;d;azo r) (1587)

At this point, one might hope that [....] = 0 and we are done. If this were true, our claim (15.8.3) would be
true for any metric tensor g, but we know that is not the case, so we do not expect to have [...] = 0. The
next step is to call upon (D.11.11) expressed in x'-space which says
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gl—l 8vsl-\BgvsA'B' — gvAA'ngB' o g'BA'g'AB' (D]]]])

or

gl—l 8vb<:1e8|bna — gvdngvea _ gven gvda . (1588)

Putting this into (15.8.7) gives

[ gune gvad _ gvde gvna + gvdngvea_ glengvda ]B’e;d;a =0 9
or
[ _ gvde gvna + gvdngvea ]B'e;d;a:() ?
or
[ gvdngvea _ gvdeg.na ]B'e;d;a: 0 ? (1589)

As expected, we find [...] # 0. We have to use the fact that x-space is Cartesian. To this end write the
covariant transformation rule for rank-3 tensor Be:q4;a as shown for example in (7.10.1),

B'e;d;a = Re"Ra"Ra* Be;p;a = Re"Ra"Ra™ Bg,p,a = Re"Ra"Ra" 0pda B (15.8.10)

where the critical Cartesian x-space fact will be that OpOa Ba is symmetric under A<D , Inserting the
above transformation rule into (15.8.9) gives,

[ gvdngvea _ gldeglna ] ReERdDRaAaDaA Bg = 0 9
or
gvdnguea ReERdDRaA aDaA BE — gvdegvna ReERdDRaA aDaA BE (7 (1 581 1)

At this point we recall from (7.5.9) that g™ raises the first index of R+" , whereas the second index of
Rx«" goes up and down for free since g = 1 in x-space, so we will take second indices all down. Thus,

R3ER"PR_29pda Be = RERLR™ 9pda Be ?

or

R®*:R"pR.20p0a Bg = R%R4"Ra0p0a Be ? (15.8.12)
Now on the right side do D«»>A on these dummy indices, but then restore the 0pda order so

R®:R"pR.*0p0a Be = R%ERG*R pdpa Br ? (15.8.13)
and changing d—a on the right

R®:R.*R%p 0pda Bz = R?gR.*R™p0pda B ? (15.8.14)

The two sides are exactly the same, so we are done and thus (15.8.3) is verified.
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Appendix A: Reciprocal Base Vectors the Hard Way
A.1 Introduction

Note: This Appendix is written in the developmental notation, not the Standard Notation, though a few
equations are translated to the latter form. The rules for translation to Standard Notation are

(7130) (752 (7.54) (7.4.1) (7.4.1)
E,— e” Rij — le Sij — Slj gvnm — 2'mm 2'am — g'nm .

The tangent base vectors e, are defined in Chapter 3, while the reciprocal base vectors E, are defined in
Chapter 6. Here are some facts regarding these vectors gathered from those chapters:

(3.2.5) and (6.14)  (6.2.4) (6.2.4) and (6.1.2)  (3.2.7) and (6.6.3) and (6.1.2)

(en)x = Skn en ®€n = Z'nm [N :\/gl =h'y S= [e1, ez, €3 ...ex]

(En)i =giaRna  En®En =ghn [Ea| =\/g'nn R= [E1, Ez, E3 ... Ex "
=gnaSia €n ®*En =0n,m En=ghie; en = gni E5 . (A.1.1)

These facts are all applicable in the Picture A context with arbitrary metric tensors g' and g,

Picture A m

x'-space SR X-space

g 9

(A.1.2)

This Appendix begins with a different definition of something called Ex. Although the definition is
meaningful in the general Picture A context, the object so defined only agrees with the Ex of Chapter 6 if
x-space is Cartesian (g = 1). The reason can be traced to the fact that the dot product rule e, ® Ep = 0n,m
is only valid for the Appendix A definition of E, when g = 1 because only then is a cross product

orthogonal to all its component vectors. One application of the reciprocal base vectors is in the study of
curvilinear coordinates where one always takes g = 1, and g' is then the curvilinear coordinates metric
tensor of interest. Therefore, the reader should think of this Appendix in the context of Picture B

Picture B m

P S.R X-space
2 SP?CE Cartesian
9 g=1

(A.1.3)
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A.2 Definition of E
The reciprocal base vectors are defined in the following very strange looking and clumsy manner,
(Ek)a = det(R) (-1)k_1 €aiqigiz...dp...1iN (el)il (ez)iz ...... (ek}*k .......... (eN)iN (A.2.1)

where N is the number of dimensions of the Cartesian x-space RY in which the vectors e, and E, exist.
Notice that the € subscript ix is "crossed out" and the same for factor (ex)s, . Crossed out means they are

simply missing, they are omitted. Thus, in the above expression there are N-1 implied summation indices
(o is fixed) and there are N-1 factors of the form (en);_ .

The object € has N subscripts and is the "totally antisymmetric tensor" in N dimensions: €123.. .5y =
+1, and each time any two indices on € are swapped, € negates. For example, €1234 = 1 but €1432 =-1. If
two indices are the same, then € = 0.

A.3 Simpler notation

To avoid dealing with subscripts on subscripts, one can rewrite the above definition in a less precise but
simpler notation

(Ex)a = det(R) (- 'eqabe. . .x (€1)a(€2)b -..... (en)x //'(k) and (ex)x are missing  (A.3.1)

In this notation, subscript x stands for the N*® letter of the alphabet (imagine N < 26). If « is the k*® letter
of the alphabet, then « is missing from the indices on €, and the factor (ex)x is missing from the product of
factors. For example, if k = 2, then summation index k = b is missing from the «.

Now take the € subscript a and slide it right to the "hole" where « is missing, picking up a minus sign
for each step of this slide. Moving k-1 positions results in (-1)*"*. Thus the above becomes,

(Ex)a = det(R) €abe. .a. .x (€1)a(€2)p -..... (ex)x // (ex)x 1s missing, o in k position (the kth) (A.3.2)

Example: For N = 3 the above becomes,

(E1)a = det(R) egpe(€2)p(es)e = E1=det(R) ex x e3 a is missing
(E2)a = det(R) €anc(€1)alez)e = Ezx=det(R) e3 xe; b is missing
(E3)a = det(R) eapu(€1)a(e2)s = Esz=det(R)e; x ez c is missing (A.3.3)

and the results are cyclic. Here is a detail from the middle line

€aac(€1)a(€3)c =~ Eaac(€1)a(€3)c =T €aca(€1)a(€3)c =&aca(€3)c (€1)a = [e3x €1 ]u (A.3.4)
A.4 Generalized Cross Product of N-1 vectors of dimension N
One can define a generalized "cross product” of N-1 vectors, each of dimension N, in this fashion:

Qa = €abe. ..x BoCeDa.... Xx (A4.1)
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where x and X represent the N* letter of the alphabet. The € object is again the totally antisymmetric
tensor with N indices. In vector notation one writes this symbolically as

Q= BxCxDx..xX / N-1 factors, N-2 crosses . (A4.2)
This vector notation is defined by the previous line.

The vector Q is orthogonal to all the vectors from which it is constructed! For example (here is the
point where Q o C = g.1,Q,Cyp, needs to be Q2C,, so g =1 is required in x-space)

Qe C= CiQa=Cjs¢&ape...xBpCcDg.... Xx = BpDa..Xx {€abc...x CaCc} . (A4.3)

But {..} is the contraction of something symmetric under a<>c (C5Cc) with something antisymmetric
under a«>C (€qabe. . .x) and therefore {..} = 0. In general,

SacAac = Sca Aca // relabel both dummy summation indices
= Sac (-Aac) //'S is Symmetric, A is antisymmetric
=-Sac Aac // = the negative of the starting expression
=0 . (A4.4)

Similarly, QeA =0, QeB =0 and so on.
Swapping the position of any two vectors in the generalized cross product causes Q to change sign.
For example, swapping B and C,

Qa €abe. . .x CbBch ..... Xx = E€acb...x CcBde ..... Xx /l bec

= - €ape. . .x BoCecDg.....Xx = -Qa . // swap indices on ¢ (A.4.5)

Thus, the notions of orthogonality and interchange are consistent with the regular Q = B x C cross
product for N=3.
When N=2, one must be a little careful with this notation. The component equation is

Qa = €ap Bp = Q1 =B, and Qz =-B; . (A46)

One might be tempted to express the vector equation as Q = B since there are no "no crosses". This
vector equation is wrong, while the component equation is correct. One can rescue the vector notation by

a simple trick. When N=2 the vector B can be represented of course as B = Blll\ + B> 3. Imagine this 2D

space to be embedded in the usual 3D space with a third axis 3. Then consider this 3D cross product:

Q=Bx3 = Qa = €abe Bo(3)e = gabe Bpd3,c =€ab3Bp =€anBp . (A.4.7)

Thus, this trick reproduces the correct component equation, and it makes more obvious the fact that Q is
orthogonal to B.

Summary: The generalized cross product Q of N-1 vectors each of dimension N can be expressed in
both component and vector notation:
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Qa = &abe...x BoCcDag.... Xx
Q= BxCxDx..xX / N-1 factors, N-2 crosses (A.4.8)

Q is orthogonal to all the vectors from which it is composed. Swapping any two vectors negates Q. When

N=2, one can rescue the otherwise failing vector notation by thinking of it as saying Q = B x 3.

Comment: Notice that Q = B x C x D is defined for 4-vectors only. This is a completely different animal
from the object Q = B x (C x D) which is defined for 3-vectors only. This latter object contains two &
factors, while the former only one.

A.5 Missing Man Formation

We now make a small variation in the notation. Start with the above equation,

Qa = E&abe...x BchDd ..... Xx , (A.S.l)

then change a to a, back up all the Latin letters by one (but leave the last as "unknown" x), and assume
that some subscript k and factor Ky are "missing". The result is,

Qu« = €qac...x AaBpCe.... Xx . // « and Ky are missing (A.5.2)
There are still N-1 factors, and one can still write this in vector notation

Q= AxBxCx..xX // K is missing (A.5.3)
and of course it is still true that QeC = 0, etc. For N=2 the vector notation is rescued as in (A.4.7) above.
A.6 Apply this Notation to E
Compare the above Qq of (A.5.2) to the {...} part of the (A.3.1) definition of (Ex)y ,

(Ex)a = det(R) (-l)k'l{ €xabe. . .x (€1)a(€2)p ...... (ew)x }  //x(k)and (ex)x are missing; N> 2

(A.3.1) (A.6.1)

Therefore, the definition of Ex for N > 2 can be written in this vector notation,

Ex = det(R) (-l)k'1 e; X ez X ....x ey /] ex missing; N>2 . (A.6.2)

The reciprocal base vector Ex is thus orthogonal to all the tangent base vectors from which it is
constructed (remember ey is missing)! For example, for N=3 the three E vectors are given by

E; = det(R) (-1)* " ez x e3 = det(R) ez x e3

Ez= det(R) (-1)* T e; xe3 = det(R) e3 x e;
Es= det(R) (-1)> T e; xex = det(R) e1 x ez (A.6.3)
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which agrees with the results (A.3.3). For N =2 ( E's label corresponds to the missing e's label ),

E1=det(R) (-1)* Y e2x3 = det(R)erx 3 or  (Evx= det(R) txa(€2)a
E>=det(R) (1> *e; x3 = -det(R) er x 3 or  (E2)k=-det(R) exa(€1)a (A.6.4)

One can combine these two lines into one as follows ( eg, k =1, then 3-1 = 2, etc)
k-1 ) ) k-1
Ex=det(R) (-1)"" " e3_x x3 = det(R)es_xx3 or (Eip)kx=det(R)(-1)" "exa(e3-x)a . (A.6.5)
The vector "trick" notation shows that E;ee; = 0 and Exee; =0,

Eiee; =det(R) ez x 3 ex =0

Eee; = -det(R) ey x 3 e e; =0 (A.6.6)
and also

Eiee; = det(R) exa(e2)a (€1)x = det(R)det[e1, e2] = det(R)det(S) = 1

Ezees = -det(R) exale1)a (e2)x = -det(R)det[es, e1] = det(R)det(S) = 1 . (A.6.7)

It is shown next that these N=2 results are special cases of a general fact: Ep® ey =0m,n -
Eq. (5.11.5) showed that ey, ® e, = g'mn . The other two dot products are now considered.
A.7 Compute E, o e,

One can now compute, for general N,

Exoex= (Exa(e)a= { det(R) (-1)* “eqabc. ..x (€1)a(€2)b o (e)x } (€)x - (A.7.1)
k is missing

Slide a to the right in the € subscript field and put it into the hole of the missing subscript k, picking up

(-1)*71. At the same time, move the (ex)o to the left and position it in its proper place in the product of
factors,

Exeex= (Ex)a(ex)a= { det(R) €avc..«..x (€1)a(€2)n ... (€x)a ... (€N)x |
= det(R) det [eq1, €2, €3 .... ex | = det(R) det(S) = det(RS) = det(1) =1 (A.7.2)

where S = [e1, €2, €3 .... ey | from (3.2.7). We already know that Ey is orthogonal to all the e, which form
the generalized cross product, therefore

Eneen =0m,n (A.7.3)

which is the "duality relation" discussed more generally in Section 6.2.
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A.8 Compute E,, e E

Since the vectors { e, } are linearly independent and thus form a basis in RY, Eg can be expanded onto
the e, ,

En=32n An™ e, (A.8.1)

Smk =Eneex =ZnAn™ esoex = o AL™ gk (A.8.2)
Multiplying both sides of (A.8.2) by g'ki and summing on k gives

LHS = Zx g'ki Om,x = gmi
RHS =%, An™ (Zk 2k €'%1) =Zn An™ (2'2)ni =Zn An ™8, 1 =A; ™. (A.8.3)

Therefore A; ™ = g'u; so,

En=%nAn™ en =%, g'nn €n (A.8.4)
which is to say Ex is this linear combination of the e;, which is the definition used in Chapter 6, (6.1.2),

Ex=3;gkie;i = gxie; //impliedsumoni // Std Notation: e*=2; g™* e; (A.8.5)
This may be compared with the previous result (A.6.2),

Ex= det(R) (-1)* Ter x e X ....x ey // ex missing; (4.6.2)
It seems rather impressive that these two dissimilar ways of writing E are equal. Finally,

EneEy, =Epe (ghiei) =gmi (En®e€i)=gnidn,i =Cmn=gnm // g issymmetric (A.8.6)
A.9 Summary of relationship between the tangent and reciprocal base vectors

€n ® € :glnm Ep,eE,= gvnm en.EmZSn,m

En=2;ighie; en="2; ghni Ex g=gt. (A9.1)

Although these results have just been derived in the Picture B context, they are also valid in the more
general Picture A context, as shown in Chapter 6 in which the equation E, = X; g'n; e; is used as the

definition of E,, . As a reminder, the cross product expression for Ey, is only valid in Picture B where g=1.

In Standard Notation, the summary above can be restated as

en®en = g'nm etee"= g.nm en® e = Sn‘“

en — Ei gvni e; e, = Ei g'ni ei g'ab — (gvab) -1 (A92)
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A.10 Another Cross Product Notation and another expression for E
Go back to the general cross product of N-1 vectors each of dimension N,

Q= BxCxDx..xX . // N-1 factors, N-2 crosses (4.4.2)
Replace B,C,D ... by vectors A ™,

Q=AM xA@D xAB® x  xA®D /I N-1 factors, N-2 crosses (A.10.1)
It is convenient to write this using a product symbol IT* ,

Q=I",""1TA® =17*; A® (A.10.2)
where in the second form it is understood that i takes on all values i = 1 to N-1. The superscript x means

that this is not a regular product, it is our generalized cross product. This IT* symbol also implies correct
handling of the special case N=2 such that

Q=" P A® =AM x 3 /£A® (A.10.3)

as discussed in (A.4.7) above.
This same IT* notation can be applied to the "missing man formation" of Section A.5 above. Suppose

Q=AM xA@P x AP x xAW // A is missing . (A.10.4)
One can write this as

Q = Mic1. n,ien AW = T¥5pn AR (A.10.5)
And of course this idea can be applied to the expression for Ex

Ex= det(R) (-1)* Te; x e x .....x ey // ex missing; (4.6.2)

Ex = det(R) (-1)* T4 €5 . (A.10.6)

—n

Once again, for N=2 the IT* symbol implies that ( ex = "missing", e3_x = the one not missing)
A
I i es =I1%521. 2,54k €5 = €3k X3 (A.10.7)

Ex = det(®R) -1)*esx 3 (A.10.8)

which is the "trick" notation of s(A.4.7) above for the N=2 case.
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Appendix B: The Geometry of Parallelepipeds in N dimensions
B.1 Overview

This Appendix presents a simple method for constructing an N dimensional parallelepiped, which name
we shorten to "N-piped". It is found that an N-piped has 2~ vertices and N pairs of faces for a total of 2N
faces, and the locus of points that make up each of these faces is stated. Each face of an N-piped is in fact
an (N-1)-piped which has 2% vertices and is planar in N dimensions (meaning it lies on an N-1
dimensional flat surface). The two faces which make up each face pair lie on parallel planes in RY.

For example, for N=3 each face is a 2-piped having 2371

= 4 vertices, and there are N=3 face pairs for
a total of 6 faces, and each pair of faces is planar in 3 dimensions.

For N=4 there are 4 pairs of faces for a total of 8 faces. Each face is a 3-piped having 2% = 8
vertices. For example, one would say that each face of a 4-cube is a 3-cube. It is not intuitively obvious
that two faces each of which is a regular cube can in fact lie on surfaces which are planar and parallel in 4
dimensions, but we show how this works below.

It is then shown that, if the N-piped is spanned by the N tangent base vectors e, of Chapter 3, the
normal vectors for the pairs of parallel faces are just the reciprocal base vectors E,, of Chapter 6.

Section B.5 focuses on the area and volume of N-pipeds in various dimensions, and simple
expressions for the volume and vector areas of the faces of an N-piped are obtained.

Rather than just state the results in N dimensions, we attempt an inductive approach to provide
motivation for the N dimensional results. In this approach, cases N = 2,3.. are treated with nearly identical
boilerplate templates to build up the inductive case.

A reader interested in the details here should read Appendix A first since use is made of various
Appendix A results including the generalized cross product idea. On the other hand, a reader not
interested in details might just read the Appendix B Summary presented below in Section B.6.

B.2 Preliminary: Equation of a plane in N dimensions
Consider an arbitrary plane drawn in N space which does not pass through the origin. There is some point

on that plane which lies closer to the origin than all other points on the plane. Let p be a vector from the
origin to that closest point, and let r represent a point lying on the plane,

(B.2.1)

Since p is normal to the plane, and since r-p is a vector lying in the plane, it follows that
pe(r-p)=0 = rep = p? = rep=p . (B.2.2)

Therefore, one way to write the equation of a plane in N dimensions is
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rep=p r= (X1, X2, ....XN) - (B.2.3)

where p is the unit vector normal to the plane which points "away from the origin", and where p > 0 is the
distance of closest approach of the plane to the origin. In the limit p—0, the plane passes through the

origin and the equation is then refy = 0 where P is either normal to the plane.
B.3 N-pipeds and their Faces in Various Dimensions
(a) The 1-piped

Start with N = 1 where the piped is some arbitrary line segment e; in direction €; having length e;, with
one end affixed to the origin of the real axis :

origin e
g . 1”

artner face
generatojface P (B.3.a.1)

This piped has two vertices located at v4 = 0 and v, = e1. These two vertices are also the "faces" of this
1-piped, so there are two faces (one pair of faces). These faces are 0 dimensional and therefore don't point
in any direction (they are the endpoints of the vector e;). The 1-piped is a piece of a plane in 1 dimension
(a line). One can think of the vertex at the origin as the "generator O-piped" and the other vertex as the
partner face of the generator, in the sense of the generator idea described below.

The loci of points in the 1-piped's interior "volume" is given by

I'yolumel = 01 €1 0<ay<1. (B.3.a.2)
The volume of this 1-piped is e;.
(b) The 2-piped

Now add another dimension, going to N=2. Introduce a unit vector €, in some arbitrary direction in R?
other than e; so that e; and ez are linearly independent. Take the 1-piped described above (line segment)
and translate it by ey to create a new copy of the line segment. The original 1-piped we call the generator
piped, and the copy is the partner of the generator piped which, it will be shown, lies on a plane (a 1-plane
= line) which is parallel to the plane of the generator piped, but its plane does not pass through the origin.
In N=2 dimensions, the generator 1-piped and its partner are now "faces" of a 2-dimensional object, a
parallelogram = a 2-piped. Draw line segments from all the vertices of the generator piped to matching
vertices of its partner piped (add 2 line segments) to make 2 additional "side" faces. One of these faces
necessarily touches the origin, and the other face does not. Faces always occur in parallel pairs, one face
of which touches the origin, and one of which does not, the latter we will call the "partner" face. For our
2-piped, each face is a 1-piped. There are now four faces, each is a line segment.
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origin face2 €1
generator
face 1 face 1p
€2
face 2
2 (B.3.b.1)
The loci of the 2-piped's volume and of its four 1-piped faces are given by

I'volume2 = Oi1€1 T 02 €2 0<oq,02<1
Iface2 = O1€1 0<a;=<1 // the generator face
Fface2p = 01€1 1 €2 0<o1=<1 // partner of the generator face
Ffacel = 02€2 0<a2=1 // side face touching the origin
Ifacelp = 02€2 T €1 0<az<l1 // partner of the above side face (B.3.b.2)

The origin-touching faces are numbered using the index of the e, vector that does not appear in the locus
for the face. This seems strange but for N > 2 it will be clear why this is done. The above results can be
summarized as

Iyvolume3 = 2n0On€n 0<on<1
Fface(i) = Zn#ilin€n 0<on,<1 i=123
Iface (ip) = Zn#ilin€ T €3 0<on,<1 i=1,23 (B.3.b.3)

According to Note 1 following (6.2.7), it is possible to construct vectors E; and E, as linear combinations
of e; and e, such that the following is true:

Ejee; =0; 5 /] Ex= Ei=12 g'ki €i, see Note 4 following (6.2.7) (B.3.b.4)

If one interprets the e, vectors as tangent base vectors for some transformation F, then the two vectors E,
are the corresponding reciprocal base vectors which are discussed in Chapter 6 and Appendix A.

Consider now these dot products:

A
Ez ereace2 = E2 00161 =0 = E2 ereace2=0

E; o Iface2p = E; o [ oieit ez] =1 = ﬁz ® I'face2p = 1/E> . (B.3.b.5)

According to (B.2.3), the first line says that face 2 lies on a plane which passes through the origin and

which has normal vector ﬁz. Also according to (B.2.3), the second line says that face 2p has the same
normal and its plane is therefore parallel to face 1 but misses the origin by distance 1/|E3|. Similarly,

A
E1 erfacer = E1 0 02e2=0 = E1 ereace1 =0

A
E1 ®rfaceip= E1 o[ 0zexter]=1 = E1 ®reace1ip=1/E1 . (B.3.b.6)
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These two faces are also parallel, both having normal ﬁl. The first touches the origin while the partner's
plane misses the origin by distance 1/|E4] .

The conclusions that E;, is normal to face n, and that the pair of faces n and np are parallel, do not depend
on the specific upper endpoints of the ranges of a; and ap which happen to be given as 1 above. This
seems pretty obvious since rescaling the edges of a parallelogram does not affect its normal vector.

(c) The 3-piped

Now add another dimension, going to N=3. Introduce a unit vector €3 in some arbitrary direction in R3 50
that (€1,€2,€3) are linearly independent. Take the 2-piped described above (parallelogram) and translate

it by distance es in the €3 direction to create a new copy of the 2-piped. The original 2-piped we call the
generator piped, and the copy is the partner of the generator piped which, as will now be shown, lies on a
plane which is parallel to that of the generator piped, but which does not pass through the origin. In N=3
dimensions, the generator 2-piped and its partner are now "faces" of a 3-dimensional object, a
parallelepiped = a 3-piped. Draw line segments from all 22 vertices of the generator piped to the
corresponding vertices of its partner piped (add 4 line segments), to get 4 additional side faces. Two of
these faces necessarily touch the origin, and the other two do not. For the 3-piped, each face is a 2-piped.
There are now 2*3 = 6 faces, each is a 2-piped.

origin €1

generator faf:e 1p
face 3 (top) (right face)

face 1
(left face)

face 2

(front face)
(B.3.c.l)
The loci of the 3-piped's volume and of its six 2-piped faces are given by
I'yolume3 = 0i1€1 T 02 €2 + 03 €3 0<o01,02,03<1
Ifaces = Oz€1 102 €2 0<ag,02<1 // the generator face
Iface3p = O1€1 T 02 €2 T €3 0<ag,02<1 // partner face to the above
Fface2 = O1€1 T 03 €3 0<o0q,03<1 // the generator face
face2p = U1€1 T 03 €3+ €2 0<ai,a3<1 // partner face to the above
Ffacel = Og€2 + 03 €3 0<o0p,03<1 // the generator face
Ifacelp = O2€2 + 03 €3+ €1 0<oap03=<1 // partner face to the above (B.3.c.2)

Notice that the partner face locus is created from the non-partner face by adding "the other" base vector.
For example, face 3 is "spanned" by base vectors e; and e, so e3 is added to get the partner face face3p. A
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partner is just a copy of the non-partner which is translated by a constant vector. The above results can be
summarized in this concise manner:

Ivolume3 = 2n0n€n 0<op<l1
Iface(i) = Zn#iln€n 0<an,<1 i=123
Iface (ip) — Tn#ilne T e; 0<o,<1 1=1,2,3 (B.3.c.3)

According to Note 1 following (6.2.7), it is possible to construct vectors E;, E», E3z as linear
combinations of e, ez, e3 such that the following is true,

E;e ey = Si,j /] Ex= 25_:13 g'ki ei, see Note 4 following (6.2.7) (B.3.C.4)

If one interprets the e, vectors as tangent base vectors, then the three vectors E, are the corresponding
reciprocal base vectors which are discussed in Chapter 6 and Appendix A. Consider now these dot
products:

A
Ei®rface1 = E1o[02e2 toszes] =0 = Eierface1 =0

A
Epe Ifacelp = Eje [aze2 tozest+er] =1 = Epe Ifacelp = 1/E1 . (B.3.c.5)

According to (B.2.3), the first line says that face 1 lies on a plane which passes through the origin and

which has normal vector ﬁl. Also according to (B.2.3), the second line says that face 1p has the same
normal and its plane is therefore parallel to face 1 but misses the origin by distance 1/|E1| .
A similar pair of equations obtains for each of the other face pairs.

(d) The N-piped

Now add another dimension, going from N-1 to N. Introduce a unit vector €y in some arbitrary direction
in RN so that ( ;... &y ) are linearly independent. Take the (N-1)-piped described above and translate it

by distance ey in the €y direction to create a new copy of the (N-1)-piped. The original (N-1)-piped we
call the generator piped, and the copy is the partner of the generator piped which, it will be shown, lies on
a plane which is parallel to that of the generator piped, but which does not pass through the origin. The
generator (N-1)-piped and its partner are now "faces" of a N-dimensional object, an N-piped. Adding this
partner piped doubles the total vertex count. Draw line segments from all 2¥7* vertices of the generator
piped to the corresponding vertices of its partner piped to get 2N-2 additional side faces for a total now of
2N faces. There are N pairs of "faces" because there are N ways to omit a single e; from the list of vectors
which span a face, so including the partner faces an N-piped has 2N faces in total. Half of these faces
necessarily touch the origin, and the other half do not. Each face is an (N-1)-piped.

It is convenient to refer to the partner face of a pair as "the far face" and the other one, which touches
the origin, as "the near face".

We leave the N-piped drawing which would be labeled (B.3.d.1) to the reader's imagination, and we
omit a detailed list of the face volumes which we could called (B.3.d.2), giving just the summary below.
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The loci of the N-piped's volume and of its 2N (N-1)-piped faces are given by:

IvolumeN = 2n0On€n 0<op<l1
Fface(i) = Zn#iln€n 0<oan<1 i=12.N
Feace (ip) = Zntilnen T €5 0<on<l i=12.N (B.3.d.3)

Notice that the partner face locus is created from the non-partner face by adding "the other" base vector.
For example, face i is "spanned" by base vectors e, n # i, so it is e; that one adds to get the partner. A

partner is just a copy of the non-partner which is translated by a constant vector.

According to Note 1 following (6.2.7), it is possible to construct vectors E;...Eyx as linear combinations
of ej.. ey such that the following is true,

Ejee; =0; 5 /I Ex = Ei=12 g'ki €i, see Note 4 following (6.2.7) (B.3.d.4)
If one interprets the e, vectors as tangent base vectors, then the N vectors E, are the corresponding

reciprocal base vectors which are discussed in Chapter 6 and Appendix A. Consider now these dot
products:

>

Ei®reace(i) = Ej® [Znzionen] =0 = i® Ieace(i) =0

A
E;e Iface (ip) = Eje [Znzione te;]=1 = Eje Iface (ip) = 1/E; (B3d5)

The first line says that face i lies on a plane which passes through the origin and which has normal vector

ﬁi. The second line says that face ip has the same normal and its plane is therefore parallel to face i but
misses the origin by distance 1/|E;] .

B.4 The question of inward versus outward facing normal vectors

It has been shown above that, for an N-piped, the pair of faces i and ip has normal vector E;. For one of
these faces, E; will be an outward directed normal, while for the other it will be an inward directed
normal. One might like to know which is which. Here is one way to find out.

First, construct these three vectors

(piped)center = Zn(1/2)en // vector from origin to piped center
(face 1)center = Znzi(1/2)en // vector from origin to center of face i
(face ip)center = Znzi(1/2) en + €5 // vector from origin to center of face ip . (B.4.1)

Construct vectors from piped center to face centers ( results here are fairly obvious)
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(face 1)center - (Piped)center = [Znzi(1/2)en] - Zn(1/2)en = - (1/2)es
(face ip)center - (piped)center = [Zn¢i(1/2)en+ €i ] - Zn(l/z)en =+ (1/2)65_ . (B-4-2)

Then compute

E; o {(face 1)center - (Pip€d)center | =Eji o[- (1/2)e;s ] = -(1/2) <0
E; o {(face ip)center - (Piped)center } =Ei ® [+ (1/2)es ] =+(1/2) >0 . (B.4.3)

One may conclude that E; is an outward pointing normal for face ip (the far face of the pair). Therefore,
- E; is an outward pointing normal for face i (the near face of the pair), which recall is the face which
touches the origin.. Here is an illustration for the case N = 2:

E,
ongm face2 €1 E; points out
generator
(near face) face 1 face 1p (far face)
€2 /
E, / face 2p

-E, points out  piped center (B.4.4)

B.5 The Face Area and Volume of N-pipeds in Various Dimensions

We embark now on another long march to inductively arrive at results for the general N case. Tracing the
first few cases N = 2,3,4 and then extrapolating to N = N probably gives more insight than a formal
induction proof which is not attempted here. Each case below is treated with the same boilerplate
template which first treats Face Area and then Volume.

(a) The 2-piped

For this case N = 2, the reader is encouraged to stare at the above Fig (B.4.4) while reading the text.

Face Area. The area of a 2-piped face (a line segment) is just the length of the edge which is the face,

Az = ez
Az=lei| . (B5.a.l)

where here we maintain the plan of labeling an area by the index of the spanning vector which is omitted
in making the area. The vector areas can be written, based on the work above,

A1 = ey ﬁl /I Ex =X; g'ki €i , see Note 4 following (6.2.7)
Ap= |61| ﬁz (B5a2)

and these vectors are out-facing for faces 1p and 2p. We claim that both these results can be expressed in
a single formula,
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An = |det(S)| Eq. (B.5.2.3)

One can see that the direction is correct for n = 1,2, so it is just a question of verifying the magnitude. One
must show that

det(S)| [E1| = |ez] and  |det(S)| [Ez| = |e1] (B.5.a.4)
or

[Ex| = |det(R)] [e3-x| k=12 . //RS =1 (B.5.2.5)

Using the N=2 trick notation from (A.6.5),

Ex = det(R) (-1)* e3-xx 3 (4.6.5) (B.5.2.6)
so that

|Ex| = | det(R)| | es-x x 3| = |det(R)| | es-] k=1, (B.5.2.7)

since e3-x and 3 are perpendicular. QED.
We stress the formula A, = |det(S)| En because it will turn out that this is valid forall N> 2 .
One can restate A, = |det(S)| E, using the cross product notation presented in (A.10.6):

Apn = |det(S)| En = |det(S)| det(R) (-1)*! IT*ipn €5
=6 (-1 M*iunes o = sign(det(S)) = sign(det(R)) (B.5.a.8)

with the understanding that for the N=2 case I1*;4n €; has the special meaning of (A.10.7), so that in fact

An =6 (D[ Mimei] = 0 ()™ [esnx3] //forN=2,n=12 (B.5.a.9)

Volume. The volume of a 2-piped is the base times the height of a parallelogram, familiarly given by the
cross product of the edges,

volume(2)=|e1 xez2| = |€ap(€1)a(e2)p| = |det[e1, ez ]| =|det(S)| //see (3.2.7) (B.5.a.10)

where S is the linearized transformation matrix for N=2, see Chapter 2. Of course strictly in N=2 the

notation e; X ez has no meaning, so one has to imagine a 3 dimension to give it meaning. The second
form does have a meaning for N=2, and that meaning is |(e1)1 (e2)2 — (e1)2 (€2)1].

(b) The 3-piped
Face Area: The faces of a 3-piped are 2-pipeds. For N=2, the 2-piped volume is this from (B.5.a.9),

volume(2) = | eap (€1)a(€2)b | , (B.5.a.9) (B.5.b.1)
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where e; and ez are 2D vectors. For the 2-piped which is "face 3" of the 3-piped -- a "near" face which
touches the origin of the 3D skewed e, coordinate system -- vectors e; and ey are 3D vectors. This face 3
is the top face shown in Fig (B.3.c.1) above. The first 2 components of each of these 3D vectors are the
same as the components of the 2D e; vectors, while the 3rd components are both 0. This is so because
face 3 lies in a plane defined by this 3rd component being 0. The volume(2) formula expressed in terms of
these new 3D vectors is therefore |eap3 (€1)a(€2)n], Where € is now a 3D ¢ tensor. The conclusion is that
the area of the top face in Fig (B.3.c.1) is,

A3 = |eab3 (€1)a(€2)p| (B.5.b.2)

and this then is the scalar area of both face 3 and its partner face 3p, the far face. Similar arguments would
then support these other area expressions

A1 = [e1ab (€2)a(€3)s|
A2 = [gazp (€3)a(€1)s| - (B.5.b.3)

Since indices on € can be swapped for free due to the absolute value, the non-summed index can be put
first in all three cases and one may then conclude that

A1 =lezx x e3| face 1 and face 1p
Az =lesz x eq] face 2 and face 2p
Az=le1 x ez . face 3 and face 3p (B.5.b.4)

In (A.3.3) it is shown that E; = det(R) ez x e3 so that ez x e3 lines up with E; if det(R) > 0. Regardless of

. o A
the sign of det(R), we define the vector areas to point in the +E, directions. Thus,

A1 =|ex x e3) ﬁl face 1p out-facing
Az =les x eq) ﬁz face 2p out-facing
Az =le; X eg] ﬁ3 . face 3p out-facing (B.5.b.5)

These three equations can be combined into the following single formula

An=le1 X ... x e3| Bp . // en missing (B.5.b.6)

where the e; are reordered for free due to the absolute value signs. But (A.6.2) says

En=det(R) (-1)*! e1x..xe3 // e, missing (4.6.2) (B.5.b.7)
SO

|En|=|det(R)||e1x..xe3] . // en missing (B.5.b.8)
Thus,
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An= B [Ed|/|det(R) = |det(S)| En

= |det(S)| det(R) (-D*erx...x e3 // en missing
=6 (-1)"erx...x €3 // e missing
where o = sign[det(S)] = sign[det(R)] (B.5.b.9)

To summarize, for N=3 one has

An= |det(S)|En = © (-1)“'1e1 X..Xe3 // e missing
=6 (-1 [T*ipn es (B.5.b.10)

where the last line uses the shorthand notation of (A.10.5). This A, result has the same formal form as
that of the 2-piped case (B.5.a.8).

Volume. The volume of a 3-piped (with each of the above A, in turn treated as the base) is base times

height, so
volume(3)=|Ai1ee1| = |Azeez|= [Azees]
or
volume(3)=|exxe3o®e1| = |[e3xer®ex|=|e1xexoes| . (B.5.b.11)

Here is a drawing showing the last case (¢ = +1), where "base" is A3 =| e1 x ez | and "height" is e3 cos0 ,

Az = e;xep
A

(B.5.b.12)
Using € notation one can write
eseer xe2 = (e3)i €ijk(€1)3(€2)kx = €ijk (€1)j(€2)x (€3)i = €5ki (€1)5(€2)x(€3)1
= det[ eq, ez, e3] =det(S) // see (3.2.7) (B.5.b.13)
so that
volume(3) =[e3 ® e1 X €2 = | €abc (€1)a(e2)p(e3)c| = [det[e1, ez es]| =[det(S)| . (B.5.b.14)

This volume expression has the same form as that for the 2-piped, (B.5.a.10).
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(c) The 4-piped
Face Area: The faces of a 4-piped are 3-pipeds. For N=3, the 3-piped volume is stated in (B.5.b.14),
volume(3) = | €abc (€1)a(€2)n(€3)c | (B.5.c.l)

where eq,ez,e3 are 3D vectors. For the 3-piped which is "face 4" of the 4-piped -- a "near" face which
touches the origin of the 4D skewed e, coordinate system -- vectors eq,ez,e3 are 4D vectors. The first 3
components of each of these 4D vectors are the same as the components of the 3D e; vectors, while the
4th components are all 0. This is so because face 4 lies in a plane defined by this 4th component being 0.
The volume(3) formula expressed in terms of these new 4D vectors is therefore | €apca (€1)a(€2)n(€3)c |,
where € is now a 4D ¢ tensor. The conclusion is that

A4 = €abca (€1)a(€2)b(€3)c | (B.5.c.2)

and this then is the scalar area of both face 4 and its partner face 4p, the far face. Similar arguments would
then support these other area expressions

A1 = €1abc (€2)a(€3)p(€a)c |
A2 =| €azpe (€3)a(€a)p(€1)c |
A3 = €ab3c (€a)a(e1)b(€2)c | - (B.5.c.3)

Since indices on € can be swapped for free due to the absolute value, the non-summed index can be put
first in all three cases and one may then conclude that

A1 =|ex x e3 X €4 face 1 and face 1p
Az =les x eg X €] face 2 and face 2p
A3z =|eg x e1 X €3] face 3 and face 3p
Ag=le1 x ez x e3] face 4 and face 4p . (B.5.c.4)

where, as discussed in (A.4.1) and (A.4.2),
Q=AxBxC is defined by Qx = €xabe AaBpCe . (B.5.c.5)

In (A.6.2) it was shown that E; = det(R) ez X e3 X e4 so that ez x e3 x e4 lines up with E;. Regardless of

: o AL
the sign of det(R), we define the vector areas to point in the +Ey, directions. Thus

Ap=le1 X ... X €3] ﬁn // en missing n=1.234 (B.5.c.6)
where the e; are reordered for free due to the absolute value signs. But (A.6.2) says
En=det(R) -1)* e1x...x eq // e, missing (B.5.c.7)

SO
|En| =|det(R)||e1X..Xeq]. // en missing (B.5.c.8)
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Thus,
An=[Eq| £n/det®) = |det(S)| En
= |det(S)| det(R) (-1)"'1e1 X..Xey // e missing
=o(-1)"Terx ... x eg // en missing o = sign[det(S)] = sign[det(R)] (B.5.c.9)

To summarize, for N=4 one has

Anp= |det(S)|En = © (-l)“'lel X..Xey // e missing
=6 (-1 [T*ipn €5 o = sign[det(S)] = sign[det(R)] (B.5.¢.10)

This A expression has the same form as those of the 2-piped and the 3-piped found earlier.

Volume. The volume of a 4-piped (with each of the above A, in turn treated as the base) is base times

height, so

volume(4)=|Ai1ee1| = |[Axeex|= |Azees|= |Agoey] (B.5.c.11)
or

volume(4)=|exxe3xes ®e1| = |esxesxe; ®o€ex|= |egxegXxe; ®e3|= |e1Xxesxey oeq].

Using € notation one can write the first case as
e2XxezXes ®€1= (€1)a fabcd(€2)p(3)c(€a)a = €abcd(€1)a(2)n(€3)c(€a)a

=det [ eq1, ez, e3, e4] = det(S) // see (3.2.7) (B.5.c.12)
so that

volume(4) = | €abca(€1)a(€2)b(€3)c(€a)a| =] det [ e1, ez, €3, e4] | =] det(S) | (B.5.c.13)
This volume expression has the same form as those of the 2-piped and the 3-piped.
(d) The N-piped

Face Area: The faces of an N-piped are (N-1)-pipeds. If there had been an (N-1)-piped section prior to
this one, the volume formula there would have been

volume(N-1) = | Eabe. . x (€1)a(€2)p-.. (en-1x | (B.5.d.1)

where eq,e2,...ex-1 were (N-1)D vectors (that is, 3D vectors if N=4). For the N-piped which is "face N" of
the N-piped -- a "near" face which touches the origin of the ND skewed e, coordinate system -- vectors
€1,e2,...ey-1 are ND vectors. The first N-1 components of each of these ND vectors are the same as the
components of the (N-1)D e; vectors, while the Nth components are all 0. This is so because face N lies
in a plane defined by this Nth component being 0. The volume(N-1) formula expressed in terms of these

235



Appendix B: Geometry of N-pipeds

new ND vectors is therefore | €ape...xn (€1)a(€2)p... (én-1)x |, Where € is now an ND ¢ tensor. The
conclusion is that ( compare this to the N=4 expression (B.5.c.2) ),

AN = €abe. . .xn (€1)a(€2)b... (én-1)x | (B.5.d.2)

and this then is the scalar area of both face N and its partner face Np, the far face. Similar arguments
would then support similar expressions for the other faces, for example,

A1 =] €1abe. . .x (€2)a(€3)b... (en-1)w (en)x |
Ay = | €azbe. . .x (€3)a(€a)p... (en)w (€1)x | . (B.5.d.3)

Since indices on € can be swapped for free due to the absolute value, the non-summed index can be put
first in all three cases and one may then conclude that

A1 =l|exxe3XxeqXes... X ey face 1 and face 1p
Az =les3 X eg X €5 X €g... X €1] face 2 and face 2p
Az =l|eg X e5X €g X €7... X €2 face 3 and face 3p
Ax= |es X eg X €7 X €g.. X €3] face N and face Np (B.5.d.4)

where, as discussed in (A.4.1) and (A.4.2),

Q=AxBxC..X is defined by Qx = €xabe. . .x AaBpCe ... Xx . (B.5.d.5)

In (A.6.2) it was shown that E; = det(R) ez X e3 ... ey so that ez X e3 ... ey lines up with E;1. Regardless of

the sign of det(R), we define the vector areas to point in the +ﬁn directions. Thus

An=le1 X ... X ey| B // en missing n=123.N (B.5.d.6)

where the e; are reordered for free due to the absolute value signs. But (A.6.2) says

En=det(R) -1)™ e1x ... x ey // en missing (B.5.d.7)
)

|En| =|det(R)||e1 X ... X ey // en missing (B.5.d.8)
Thus,

An=[Eq| £q/|det(®) = |det(S)| En
= |det(S)| det(R) (-1)* te1 x ... X ey // en missing
=0 (-1)“'le1 X ...X ey // en missing o = sign[det(S)] = sign[det(R)] (B.5.d.9)

To summarize, for N=N one has

An= |det(S) En = 6 (-1 *er x ... X ey // e, missing
=6 (-1 IT¥ipn €1 o = sign[det(S)] = sign[det(R)] (B.5.d.10)
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This Ay expression has the same form as those of the 2-piped, the 3-piped and the 4-piped.

Volume. The volume of a N-piped (with each of the above Aj in turn treated as the base) is base times

height, so
volume(N)=|Ajee;| = |Az®ex|= ... = |Aye®ey|
or
volume(N)=|ex;xe3xes....exy ®€1| =.. (B.5.d.11)

Using € notation one can write the first case as
ezXxezxeg.ey ®€1=  (€1)aEabc...x(€2)n(€3)c....(eN)x = Eabe. . .x(€1)a(€2)p(€3)c.--(en)x
=det [ e1, e, €3, ....ex] = det(S) // see (3.2.7) (B.5.d.12)
where x is the N*® letter of the alphabet, so that
volume(N) = |&abc...x(€1)a(€2)n(€3)c....(en)x | = | det [ €1, 2, €3, ...ex] [= | det(S) | . (B.5.d.13)

This volume expression has the same form as those of the 2-piped, the 3-piped and the 4-piped. This
result is also consistent with the volume(N-1) expression stated in (B.5.d.1).

B.6 Summary of Main Results of this Appendix
1. One way to write the equation of a plane in N dimensions is
rep=p r = (X1, X2, .....Xn) (B.6.1)
where p is the unit vector normal to the plane which points "away from the origin", and where p > 0 is the
distance of closest approach of the plane to the origin. In the limit p—0, the plane passes through the
origin and the equation is then refp = 0 where P is either normal to the plane.
2. An N-piped has 2" vertices as shown by the inductive construction method presented above. (B.6.2)
3. The locus of points making up the (closed) interior of an N-piped spanned by e;...ey is given by
I'volumeN = Zn=1 On€n 0<on<l (B.6.3)

The tails of all the vectors e...ex meet at the origin of RN space.

4. There are N pairs of faces on an N-piped, and each face is an (N-1)-piped having 2¥* vertices. The
total face count is 2N. Each face is spanned by a subset of N-1 of the base vectors e,, so each face is
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"missing" one of the e, and the face is labeled using the index of this missing base vector. The loci of
points making up the faces of an N-piped are given by

Fface(i) = Zn#iln€n 0<o0,<1 i=12.N
Iface (ip) — Znzilpen + €5 0<0,<1 1=1,2..N (B64)

where "face i" has a corner touching the origin of the N-piped (near face), while its parallel partner face
"ip" does not touch the origin (far face).

5. If the N-piped spanning vectors e, are the tangent base vectors associated with some transformation F,
then Eje e5 = 35,5 where Ej; are the reciprocal base vectors. In this case, the equations of the planes of
the faces of the N-piped can be written in the form shown in item 1 above,

ﬁi. I' (face i) = 0 ﬁi. I'(face ip) = l/El 1= 1,2N (B65)

so that both faces of a pair i are planar (in N dimensional space) and they have the same normal vector ﬁi
so the faces of a pair lie on parallel planes.

6. The vector E; is an outward-facing normal for face ip, while -E; is an outward-facing normal vector
for face 1 (which touches the origin). (B.6.6)

7. The out-facing vector area of face ip of an N-piped can be expressed as
A; =|det(S)| Ex
Ai =0 (DM IS4 e o = sign[det(S)] = sign[det(R)]
Aij=o0 (-l)i'1 €1 X ez ..Xey // e; missing (B.6.7)

where e; is the vector missing from the face's spanning set. The outfacing area for face i is - A;. The last
two lines are shorthands for the following, as discussed in (A.5.2),

(Ai)a=0 (-l)i'1 €xabe..x (€1)a (€2)p ... (en)x // where (e1); and i are missing (B.6.8)
For N=2 the last two expressions for A; are interpreted as shown in (B.5.a.9),

Ai=c(-1)Tes;x3 i=12 (B.6.9)
8. The volume of an N-piped spanned by e1...ey is given by

volume(N) = | det(S) | =| det [ e1, €2, €3, wen] | = | €abe. . .x(€1)a(€2)p(€3)c...(ex)x | (B.6.10)

where one can regard the tangent base vectors as the columns of the linearized transformation matrix S as
shown in (3.2.7).
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Appendix C: Elliptical Polar Coords, Views of x'-space, Jacobian Integration Rule
This Appendix is written in the developmental notation of Chapters 1-6.
C.1 Elliptical polar coordinates

The 2D "elliptic" coordinate system has coordinate lines which are orthogonal ellipses and hyperbolas.
When rotated about its two symmetry axes, this system generates 3D prolate or oblate spheroidal
coordinates. This is not the 2D coordinate system described in this Appendix. For "elliptical polar"
coordinates, the coordinate lines are taken instead as the ellipses from elliptic coordinates, and the rays
from polar coordinates. This non-orthogonal system is perhaps not very useful, but provides a good
"sandbox" in which to study general aspects of coordinate systems.

The transformation x' = F(x) is given by

x'-space x-space (Cartesian)
p? =x%/a% + y?/b* x? +y? =1 still x'1=0 X1= X
tanf =y/x X'2=p X2 =Yy (C.1.1)
Writing the first equation above as
1 =x%/(pa)® + y*/(pb)? (C.1.2)

it should be clear that p serves to label an ellipse of semi-major axis pa, and semi-minor axis pb, while 0
labels the ray at angle 0, as in polar coordinates. The inverse transform x = F'l(x') is given by

X = apcosb x/a = pcosO = x%/a® + y?/b? = p?
y = bpsinf y/b = psinf = tan® = y/x . (C.1.3)

The matrix S is given by

S11 = (0x/00) = -apsinf

S12 = (0x/0p) = acosO Six = (0xi/0x'x) (2.1.5)

S21 = (0y/00) = bpcosH

Sp2 = (3y/dp) = bsind (C.1.4)
_ (-apsinf acos@) B -l (-sine/(ap) cos@/(bp))

5= ( bpcosd bsind = det(8)=-abp and R=S"={" . 00" cnop -

The tangent base vectors e, can be read off as the columns of S, see (3.2.7) :

e; = p(-asinB,bcosd) =eg |eg|=p \/azsinze +b2cos?0 = he eo = |eg| €o

ez = (acos0,bsind)  =e,  leg| =+/a’cos”® +b3sin®0 =h, e, = leo| & . (C.1.5)

The covariant metric tensor from (5.7.9) or (5.11.3) is,
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(C.1.6)

—_gTs - (p2{a22sin;(e) +bZcos?(0)} [b22-a22]p sin(egcosz(e) ) _(e1%e1 eroer
g [b-a®]p sin(B)cos(0)  a“cos“(0) + b“sin“(0) €20 €20€r

which is clearly non-diagonal (but symmetric) as expected. When a = b = 1 it reduces to the polar
coordinates system metric tensor where then p = r. The coordinate system is non-orthogonal because
e1eez 7 0, or equivalently, because g' is non-diagonal.

C.2 Forward coordinate lines

Here is a Maple plot of some x-space forward coordinate lines (parameters a=2 and b =1)

10

il
““ 9%
1

0 1 7 3 4 B 6
theta
x'-space X-gpace
(C2.1)
where p is the x'-space vertical axis. The coordinate lines in x-space are plotted using these equations,
y=b \/piz-(x/a)2 // ellipses pi=1,2...10 10 ellipses
y =X tanf; // rays 0; =2mn (i/20) ,i=1,2...20 20 rays (C2.2)

which are obtained from the forward transformation equations

02 = x%/a? + y2/b?
tanf = y/x . (C.1.1)

C.3 Inverse coordinate lines

Here is a Maple plot of some x'-space inverse coordinate lines (parameters a=2 and b = 1)
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DD | D |8 (N N B || DD

4 10 | 2
0 i 2 3 4 5 6
theta
x'-space x-space

The coordinate lines in x'-space are plotted using these equations (C3.1)

p =X3/(acos0) xi = -10to +10 20 blue curves

p = yi/(bsin0) yi =-10to +10 20 red curves (C3.2)
which are obtained from the inverse transformation equations

X = ap cosb

y = bp sinb (C.1.3)

The secO and csc curve families appear to "change shape", but that is just what happens when functions
are scaled up vertically but not horizontally. If one plots one sine hump at different vertical scalings, the
humps have different shapes.

C.4 Drawing a contravariant vector V in x-space: the meaning of V', .

A contravariant vector field V(x) can be expanded in these two ways, as shown in (6.6.9),

V= Vi®1 +Vo®2 =Vyx & + Vyx) § // up = fi for Cartesian

V= Vi) er +V'a(x') e2 = V'o(x') eg + V'p(x') €p V'(x') = R(x) V(x) (C4.1)
where the V', are the components of V transformed into x'-space where V becomes V'. The prime is not
necessary on V'p but we maintain it as a reminder that it is an x'-space component. R(x) is the matrix of
(2.1.6) and ey, are the tangent base vectors of Chapter 3. The fields V'n(x') are "the components of vector
field V' in x'-space", since V' = RV, or V'; = R;3V3. Moreover, these V'5(x') are "expressed in terms of
curvilinear coordinates" x'. If one is asked to "express a vector V in curvilinear coordinates", one is
usually being asked to write V as the second expansion above. The vectors e, and V exist in x-space, and
in the second expansion it just happens that the coefficients V'n(x') are the components of V', the
transformed vector in x'-space, when it is expanded on the axis-aligned vectors €', in X'-space.

241



Appendix C: Elliptic Polar Coordinates

Here is a graphical representation of this vector V in x-space:

V=V'e;+ Ve es

y
\\ —__..-"'r’{? H“""‘u
bp

-

- L \J'?EP
= ae

P

o ; tx.ﬂ\
/ x

X-space

I

(C.4.2)

As advertised, the tangent base vectors are not at right angles. The V parallelogram accurately illustrates
the equation V = V' eg + V', €,. Since x-space is Cartesian, there is no distinction between Cartesian
length (graphical length) and covariant length for vectors in x-space. Graphically, one could find the
values for V'g and V', as follows: (1) for the point (x,y), compute the vectors eg and e, and compute their
lengths |eg| = h's and |ep| = h'y ; (2) draw the parallelogram shown aligned with these vectors for some
given V and find the edge lengths. The edges of the parallelogram are V'g h's and V', h', so then the
values of V'g and V', can be found.
The alternative method is to compute R and use V's =Rj5V3.

C.5 Drawing a contravariant vector V' in x'-space: two "Views"

As with previous examples, the drawing (C.4.2) is drawn to the right of an x'-space drawing as follows:

p V = Vle EB + Vrp eF,
y PN
\ /;,,/ "5 = T~
- , v e
N l/seg N'etf
— bp (xy
0.p) V'eels ap 0
K/ X
0

x'-space X-space

(C5.1)
In Chapter 3 the axis-aligned basis vectors e', were introduced as

enh , n=12.N /I (€'n)i =0n,i e'1 =(1,0,0...) etc (3.2.1)

and e, was shown to be a contravariant vector,
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en=R(x)e, . (3.3.2)
Applying matrix R(x) to the equation V= V'g eg + V', €, one gets the expansion shown in Fig (C.5.1),

V'=V'g €' + Ve, (6.6.15) (C5.2)
which appears first in the list of expansions of V' in (6.6.15). There is no ambiguity concerning this last
equation. Ambiguity can arise, however, when one tries to represent this equation graphically in x'-space.

There are two very different "views" one can take of a drawing in x'-space. In the first view, we take
x'-space to be "flat" (Cartesian) so that g' = 1. In the second view, we take x'-space to be "curved" with g'

# 1. These views are really two different x'-spaces since the metric tensors are different.

Cartesian View of x'-space

P

Vi=V0es s Ve,

g ¢ Caﬁeisian View

(Hap) Vle e'e ol = l
Ve -
0
x'-space

(C.5.3)

In this view of x'-space the length (norm) of a vector is given by |A|* = 0i35A1A5 = ¥A;2, so one has,
since (e'n)i =0n, i,

g'=1 le'a =1 eh=1¢
VA 1A A A ANy
Vi=Ve 0 +Vyp 0==¢€" p==ty. (C.5.4)

The left-side of (C.5.1) is, in this view, a "normal Cartesian graph" and the vectors add up properly. For
example Pythagoras tells us that

|V1|2 _ Vvez + va2
and

>>
[ ]

>>
Il

1
1
0

> o>
[ ]

>
Il

.
>
Il

(C.5.5)
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This Cartesian View, which is x'-space with g' = 1, is appropriate in applications in which it is not
required or desired that norms and dot products be tensorial scalars, as discussed at the end of Section 5.2.
For example, when g' is set to 1, one has [V'| # V| in (C.5.1).

Another use of this view involves integration as will be seen below.

Curvilinear View of x'-space

—> Curvilinear View

(6.p) VYBE? o'=STS # ]
{—\"Ia |-| e_} =
0
x'-space

(C.5.6)

In this view of x'-space, one assumes that g' takes a value which enforces the scalarity of norms and dot
products between x-space and x'-space, which is to say, one takes g' = ST g S from (5.7.6) where g is the
x-space metric tensor for x-space. Normally g=1 (Cartesian x-space), so g' = STS. In this Curvilinear
View, then, the length |A'| of a contravariant vector A' is determined by |A']* = g'i5A'1A'y where

g'=STS#1 le'n| = len] =h'n =1/2 'nn n=1,2 for0,p

(C.5.7)

V'=Vgeo +Voey, = (Vo hl'g) &9 +(Vohp) &) €'h =e'n/len =€/ h'y

Vi + Vy2 = |V|2 = |V'|2 + (V' h'e)® + V' h'p)2 // unless x'; are orthogonal coordinates

This last inequality says that in the Curvilinear View the Pythagorean Theorem is invalid. In fact
VP =g:5ViV'y= oo Vie’ + Zpp Vo> +28'6pV's V'p
=(V'e h'e)? + (Vo h'g)® + 28'6,V'e V' . (C.5.8)
In writing |e'n| = |eq and [V'[? =|V|? above, we use the rule shown in (5.10.4) which says |A'? = |A[* for
any contravariant vector A (|A|2 is a scalar ). Moreover,
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/e\'e [ ] /e\'e = e'e L] e'e /(h'ez) = €o ® €o /(h’ez) =§'ee / (h'ez) =1
80 8, =epee, /(M) =e,oe, /(02 =g/ (D) =1
8o 0 &', = egee, /(hshy) =egoe, /(hoh'y) =Tlop/(hoh'y) #0 <=1 (C.5.9)

so the €', are unit vectors having unit covariant length, but €'s G’p # 0 despite the fact that these

vectors are drawn at right angles in the x'-space graph above, e, = h', €',. One might imagine trying to
slant the lines in (C.5.6) to cause all intersection points to have angles which match the metric tensor,
which is to say, at each intersection point one would need an angle y where €'s ® &', = cosy. But in

general €', ® €'n= g'am/ (h'nh'n) has a different value at every point, so such a graph would be quite
complex.

The upshot is that for a non-orthogonal system, the axes in x'-space are still drawn at right angles and
the purpose of the graph is mainly to "locate" all the points x' which correspond to points x in x-space
according to x' = F(x). The graph does successfully represent the idea that V' = V', €', + V' €', but one
must give up on Euclidean geometry for this vector sum triangle. It might be imagined that the x'-space
graph is the projection onto the plane of paper of some vectors drawn on a curved surface emerging from
the plane of paper, and that is then why Pythagoras is wrong.

In the case of an orthogonal coordinate system (diagonal g'), the 90 degree angles between the axes in x'-
space are accurate representations of the fact that €'he €'n = 0 when n # m. And since scalars are
preserved, one has in the Curvilinear View,

VP = Zp (WaVh)? = Za Va2 = |V = 3, Va2 // orthogonal only
where
Vn=hpV'y and V' =3,V €'y
and V=X,V ¢, (C.5.10)
One can then still apply regular Euclidean geometry to the vector addition N-piped in x'-space in the
sense that |V'|2 = %n (h'nV'n)z.
Although the x'-space perpendicular-unit-vectors and Pythagorean paradoxes go away if the x'

coordinates are orthogonal (as they would be for polar coordinates where a =b = 1), one still has the two
x'-space views to keep in mind: the Cartesian View with g' = 1 and the Curvilinear View with g' = S*S.

C.6 Drawing the specific contravariant vector dx in x-space and x'-space
Since dx is the primordial contravariant vector, everything stated in the last two Sections applies with V
— dx and V'¢ — dx'e =d0, V'y — dx', = dp, where we finally drop the primes on d0 and dp. The

expansions of dx and dx' are,

dx= d0 es + dpep // in x-space
dx'=d0 e's +dpe'p // in X'-space (C.6.1)

For V = dx Fig (C.5.1) becomes,
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P dx'=d6 e's +dpe',

dx= dO eq + dpe,

x'-space X-space

(C.6.2)

It must be understood that now the vector arrows like dx are highly magnified and in reality are very
small compared to, say, the curvature of the ellipse. From above,

eoee'o= gloo € e € =1
' (] A A
€p®€p= Zopp epe ey =1
e'p o e'e = E'pe /e\'e o ’é’p = g'ep / (h'eh'p) (C63)

and once again the "right angle" in the x'-space picture is deceptive.
The x'-space side of (C.6.2) is subject to the two "views" described above:

Cartesian View of x'-space: (elliptical polar coordinates)
g=1  leal=
dx'=dod +dpp 0=10, p=10,
e =1 pep=1 0Bep=0 . (C.6.4)
Curvilinear View of x'-space: (elliptical polar coordinates)
g'= S*S e'a| = len| =h'n = \/E 'nn
dx'=d0es +dpe, = (dO h'g) €'s +(dph'p) €'
(dx)* + (dy)* = [dx[* = jdx'?
= (d6 I'e)* + (dph'p)® + 2 g'opd0dp
=(d6 h'e)®> + (dph'p)® only if g'sp = 0 (orthogonal) . (C.6.5)
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Just to have a specific orthogonal coordinates example, we reduce (C.1.3) to polar coordinates by setting
2

— 0 _
a=b = 1. In this case, (C.1.6) reduces to g' = (po 1) asin (5.13.11) sohg =p, hp=1and g'gp =0.

We can then restate the two Views in this case

Cartesian View of x'-space: (polar coordinates)

7 =1 le'n| = 1

dx'=do® +dpp 0=10, p==2,

e =1 pep=1 0ep=0 .

(ds)? = |dx|* = dx e dx = (dx)? + (dy)? // from x-space (which has g =1)

(ds)? =[dx'[* = dx' e dx' = (d0)* +(dp)* # dxf* = (ds)? (€66)

Curvilinear View of x'-space: (polar coordinates)

g'=8%S :(%2 (1)) le'e| = leo] =h'e =p=1/g 0
le'ol =leo| =h'o =1=1/g"sp
dx'=d0e's +dpe', = (dOp) e'e +(dp) ’é'p
(ds)? = |dx* =dx e dx =(dx)?+ (dy)? // from x-space (which has g =1)
(dsh?=|dx'? =dx'edx' =(d0 p)®+(dp)® = |dx|* = (ds)? (C.6.7)

C.7 Study of how dx transforms in the mapping between x-space and x'-space
Consider this drawing which shows a representative set of vectors dx in x-space (the bars), along with the

forward mappings (dx' = F(dx) or dx' = Rdx ) of the corresponding vectors dx' in x'-space. The vectors on
the right all point up, those on the left point generally to the northeast.
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(C.7.1)

Now select the red dx bar on the right and take it to be the dx of Fig (C.6.2). First determine the tangent
base vectors eg and e, at the location of the red bar. Then setting dx = dO eg + dp e, consider the value of
the two numbers dO and dp for this red bar. Graphically, knowing which way eg and e, point at the
bottom of the red dx, one expects df > 0 and dp > 0. The red dx' bar on the left has these Cartesian values
d6 and dp, and has a Cartesian-view length of |dx|? = (d0)?+(dp)?. One can see from the picture that these
Cartesian lengths vary for the 10 bars shown, though the lengths are all the same in x-space. The
Curvilinear-view lengths of the x'-space bars are all the same, and are equal to the Cartesian length of
those bars in x-space since dx'edx' = dxedx.
Consider now some bar mapping in the other direction:

orthogonal 2-piped
10

non-orthogonal 2-piped

w

]
I

!'."
!

/

y
!
Y

f

'*"

%54,
¢

W
e
\

L
7

LS ]

-

S I I =
x'-space x-space
(C7.2)

Now the dx bars on the right all have different lengths. Those on the left have the same Cartesian length,
which is what the drawing shows, but each one's Curvilinear-view length matches that of its
corresponding bar on the right. The ratio of the length of a bar on the right to the Cartesian length of the
corresponding bar on the left is the scale factor hg which recall is a function of location in space:
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bar on right = dx ‘") =e; dx'" = &; h'; dx'* = e dd = &g he dO graph length = hg d6
bar on left (Cartesian view) = dx' 1) =e'; dx'' = @'; dx'* = & d0 graph length = do
= right bar length / left bar length = he = p \/ a’sin“0 + b°cos”0 (increases with p) (C.7.3)

If a=b, then hg = p and the bar length on the right is then pd6 as is obvious in polar coordinates.

C.8 A Derivation of the Jacobian Integration Rule

Consider now an integral fdedp (0,p). The tiny rectangles of area d0dp, like the specific gray and orange

ones highlighted on the left above, are regarded for the purposes of integration as being in the Cartesian
view of x'-space. One then writes [ dA' is called d?' in Chapter 8 ]

dA'= dpd® = the area of a differential patch in Cartesian-view x'-space (C.8.1)

This is the graphical area one sees in the picture. There is no need to define or consider any Curvilinear-
view area in x'-space because the Cartesian-view area is being used.

In the limiting process which defines the integration, each d0dp patch on the left has the same area
dpd6. The interior of each patch on the left maps into some parallelogram patch on the right. One is not
surprised to see that the patch areas on the right are different, though they map into patches on the left of
the same Cartesian-view area. As shown in (8.4.d.3) the ratio of the two patch areas (volumes) is the
absolute value of the Jacobian |J(x")],

(area of skewed patch on the right at location x) = |[J(x')] dA" = |J(x")| dpd6 (C.8.2)

This is not what we mean by "the Jacobian Integration Rule" in the Section title. That is coming below
and it is going to involve the quantity dxdy.

The mapping shown above between patches is an N=2 example of the general N-dimensional
discussion in Section 8.2 which describes an orthogonal differential N-piped in (Cartesian-view) x'-space
mapping into a non-orthogonal differential N-piped in x-space.

Now back to the integration issue. There are two ways an integration can be done in Cartesian x-
space:

integral of f(x) = lim X; dA1(x1) f(x3) dAi(xi) = patches shown on the right above
integral of f(x) = lim X; dAa(x;) f(x1) dAz(xi) =dxdy (C.8.3)

In the first integral, every patch dAj(xi) on the right has a different shape and a different area as the
integral is computed in the usual limiting-sum manner. The gray and orange patches on the right are two
of these many patches. Despite their non-uniform shape and area, this rag-tag band of patches certainly
"covers" the area being integrated over, and does so perfectly in the calculus limit. The area of one of
these rag-tag patches is |J(x')|dA" = |J(x")|d6dp and the areas are different because the Jacobian is a
function of x = x(x").
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In the second integral, every patch dAz(x;) has the same area dxdy, so really dAz(x;) does not depend on
x; in this form of the integration. One such dxdy patch is shown in green above. The coverage of the dA»
patches is of course also "perfect coverage" in the calculus limit.

Since both integrals cover the same area perfectly, they both give the same result in the limiting process
that defines the integral. This point is sometimes misunderstood. One is not just "replacing" a
parallelogram patch such as the orange one on the right with some dxdy patch that approximates it in
area, like the green patch. The statement is about an integration. Thus one has

lim Zi dAl(Xi) f(Xi) =lim Zi dAz(Xi) f(Xi) (C84)
or

Tty dodp] fixxy) = J [dxdy] fx) (C8.5)

where on the left f(x) = f(x(x)) where x = F"}(x') = x(x"). In the sense of distribution theory (Stakgold
Chapters 1 and 5), one can then make this symbolic statement

J(6,p)] dpd® = dxdy (C.8.6)

where the meaning of this symbolic equality is the integral statement above,

J'o dxdy fx) = Jo: dodp [3x)] fix(x)) (C8.7)

valid for any integrable f(x) and any integration region D (region D' corresponds to D in x'-space.) Either
of these last two equations constitute the "Jacobian Integration Rule" of the Section title.

The integral on the left is well defined in 2D calculus, so the expression on the right shows how to
"evaluate the integral on the left in curvilinear coordinates".

At this point one may introduce a new but obvious symbol
dA = dxdy (C.8.8)
so the above equality of integrals can be written

[da fx) = | dar pe) fxex)) J(x)| dA' = dA (C.8.9)

In N dimensions, dA and dA' are differential "volumes", and the general Jacobian Integration rule takes
the form,
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[avfx) = [ av peo) fxex)) J(x)| dV' = dV

dV'= dx'1dx's....dx'y = the volume of an orthogonal differential N-piped
in the Cartesian-view x'-space

dV = dx;dxz....dxy = the volume of an orthogonal differential N-piped in x-space. (C.8.10)

Notice that these are not the two N-pipeds which "map into each other" as noted above. The N-piped dV
has nothing to do that that mapping which involved a non-orthogonal N-piped in x-space.

To finish off our sample N=2 case, recall from earlier that for our polar elliptical coordinate system
1J'(x")| = det(S)| =abp (C.8.11)

and therefore
[ dxdy fxy) = | dodp [3(x)| fap cosd, bp sind) =ab | dodp p fap cosd, bp sind) . (C.8.12)
In the limit of regular polar coordinates, one then hasa=b=1and p=rso

[ dxdy fix,y) = [ rdrdo f(rcose, rsind) (C.8.13)

which is the familiar result.
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Appendix D: Tensor Densities and the € tensor

In this Section, DN means Developmental Notation.

D.1 Definition of a tensor density

Picture A is used in this Appendix along with the Standard Notation of Chapter 7.

Picture A m

x'-space SR X-space

g g

(D.1.1)
First, equations (5.12.20) summarize facts about the Jacobian J which were converted to Standard

Notation in (7.5.18) through (7.5.22). Here we add a symbol ¢ = sign(J) and restate those facts in
Standard Notation as

J= det(Sty) = osg Afsg =olsglse)t? =o(g/e)/? = (/92 =ol =[]>0 J* =(g/g)

s=sign[det(gay)] = sign(g) = sign(g)  g-det(gay) sg =[g>0  S%; = (@x¥ox?)
o = sign[det(S*3)] = sign(J) g'=det(g'iy) sg'=1g]>0 . (D.1.2)

For proper Lorentz transformations of special relativity, det(S) = 1 so 6 = +1. For curvilinear coordinates,

one normally selects an ordering of the x; so that ¢ = +1, such as 1,0,p in spherical coordinates.

Nevertheless, we allow for the possibility of J <O0.

Next, recall our generic sample tensor transformation (7.10.1), written two ways using (7.5.13) S®s=Rp" :
T a.bcde — Raa' Rbb' Rcc' Sd'd Se'e Ta'b'c'd'e'

T' %6 = R% RP R% Rg® R® T2'P'% g1 . (7.10.1) (D.1.3)

T is a mixed rank-5 tensor, meaning it transforms as shown above with respect to the underlying
transformation F. T is a regular standard-issue tensorial tensor.

Now suppose instead that the object T were to transform like this, with J being the Jacobian noted above,

Tvabcde: J—W Raa' Rbb' Rcc' Rdd' Ree' Ta'b'c'd'e' (D.1.4)
where the extra factor J™" has been introduced. If T transforms this way, it is called a tensor density of
weight W. Thus, an ordinary tensor is a tensor density of weight 0.

The convention for the sign of W used here is that of Weinberg p 99 Eq. (4.4.4), which equation has
the following factor on the right side of a sample tensor density transform equation,
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1ox"/0x|" = [det(dx/0x)]™ = [ det(6x's/0xx) I = T7V. (D.1.5)

Some authors use -W as the "weight" instead of +W, but we shall stick with Weinberg's convention.
An immediate example of a tensor density is provided by (g"/ g)l/ 2 = |J| rewritten as

g = 12 g = (-2) g =  weight(g)=-2 g is a scalar density of weight - 2 . (D.1.6)

so g = det(gs5) is a scalar density of weight -2. Notice that from g one can construct other scalar densities
of other weights, for example :

glt=17® gt = weight(g™) = +2 g1 is a scalar density of weight +2.  (D.1.7)
D.2 A few facts about tensor densities

1. It is pretty obvious that a sum of two index-similar tensor densities of weight W has weight W.
(D.2.1)

2. Contracting indices within a tensor density does not alter its weight W. (D.2.2)
If indices a and d are contracted in the (D.1.4) example above, one gets

Tvabcae: J—WRaa' Rbb' Rcc' Rad' Ree' Ta'b'c'dVev

J—W (Raa'Rad')Rbb' RCC' Ree' Ta'b'c'd'e'
_ J—W Savd' Rb , Rcc' Ree' Ta'b'c'd'e'

J-WRbb' RCC' Ree Ta b'c ale' -

The factor J™" just sits there, impervious to contraction activities.

3. Going the other direction, when a larger tensor density is formed from two smaller ones, called a direct
product or outer product, the weights get added. (D.2.3)

Example 1: Start with two tensor densities A and B of weights W1 and W2, form the outer product:
AR = JWLRa A3
By =" RS, R& BS g
- (A2 B'S,) = J~(W14W2) pa  pe_ p.d'(A2'BS',)

Example 2: Start with |g'| = J2|g| from (D.1.2) and raise both sides to the power -W1/2 :

.|-w1/2 — W |g|-w1/2 )

lg /I no R factors since scalar (D.2.3a)
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Thus, the factor ( Igl_Wl/2

product” where the second factor is the following tensor density of weight W2,

) is a scalar density of weight W1. Let this be the first factor of an "outer

B% =J"R°.Rq% B g // same as in Example 1
= (Ig|™"/2B%q) = J7 W2 R3_, R%Ra® (Ig ™2 B 4) . (D.2.3b)

If one selects W1 = —W2, the added factor neutralizes the weight of the tensor density to which it is
prefixed, generating thereby a regular tensor (weight 0). So if tensor density B has weight W,

(1g1"% B'°e) = R%: R Rq*' (g2 B q) (D.2.3¢)

and then (|g|w/ 2 Bij) transforms under F as a regular tensor. (One should always keep in mind the fact
that there is an underlying transformation x' = F(x) upon which the House of Tensor is built ). This is a

standard method of converting a tensor density to a regular tensor.

4. Although sometimes authors take a differing stance for certain tensors like ¢ below, we shall assume
that indices are raised and lowered on a tensor density in exactly the same way they are raised and
lowered on an ordinary tensor of the same index structure (see Section 7.4). This means the g2® raises an
index and gay, lowers an index. (D.2.4)

5. Raising or lowering an index does not change the weight of a tensor density. (D.2.5)

Again, using our generic example (D.1.4) above,

Tabe _— M Ra_, RP., RS, R R.® T2'P'¢' 4., )
T'3Peg® = g'®* T13PC,, ) // raise last index e on T' in x'-space
T2 P e =geen T2 20" . (3) // lower last index on T in x-space

Therefore,
T =g®* [T R2,. R% R Rq® R® T2'P''4.01] // this is (2) + (1) above

=g®*[J™" R%, R% R% Ra® Ry® (gerer T2 2% 4:®")]  //use (3) above
= T R% R%: R Ra™ (2% Rye® gerer) T*'®''0®"  // regroup
= J¥ R, RP R% Rg® (R%n) T2'®''4.® // from last line in (7.5.9)
and again J™" passively watches all the action fly by. The weight of our generic tensor density with its last

index raised is still W. T The last step uses (7.5.9) Rab = g’aavRa'bvgb'b but we raise a, lower b, and
reverse two tilts to get R% = 2@ Ra.® ' gpp -
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6. The covariant dot product of vector densities A and B of weights W and w is a scalar density of
weight W + w and therefore A'eB' =]~ (W) AeB . (D.2.6)

Proof: First form the rank-2 tensor density A*B? which by (D.2.3) has weight W+w. Lower the second
index and the mixed rank-2 tensor AiBj by item (D.2.5) still has weight W+w. Then contract to get AeB
= A™B; and by (D.2.2), the weight is still W+w.

Corollary: The magnitude of a vector density A of weight W is a scalar density of weight W, and
therefore |A|' =J ™" |A| . (D.2.7)

Proof: |A]? = A e A has weight 2W by (D.2.6), meaning |A'[> =J 2" |A[?. Therefore |A'|=J""|A|.

7. As J—1, tensor densities become true tensors. (D.2.8)

One could imagine some limiting/morphing process on an underlying transformation F such that the
linearized transformation matrix R approaches a rotation matrix at all points in space ( RR™= 1 and detR =
1, DN) and then J = detS — 1. In this case ™" — 17" = 1 and therefore any tensor density, regardless of
its weight W, becomes an ordinary tensor. Perhaps we should restrict this comment to underlying
transformations F having J = detS > 0 since passing through detS = 0 is problematical. As was noted
below (5.12.16), for an invertible x' = F(x), one does not have detS(x) = 0. at any x.

Example: The cross product considered in Section D.7 below of N-1 contravariant vectors becomes in this
limit an ordinary covariant vector. If g=1 in x-space, then g' = RRT = 1 in x'-space (DN) and then that
resulting vector can be considered either contravariant or covariant since both spaces are then Cartesian.
This is the case with A = B x C under rotations in 3D space. On can think of the a5 as moving in this

limit from a tensor density of weight -1 to an ordinary tensor (¢ is treated in Section D.4 below).
8. If vector V is a vector density of weight W, then the four expansions shown in (7.13.10) become

V=3,V® u, with u"eV = V"

V=3Vy, u" with up,eV =V,

V=1"3,V"e, with e"eV =" V"

V=1"3%,Vae® with e,oV =1V, . (D.2.9)

Proof: If V has weight W then, according to item 6 above, the four dot products shown on the right are
scalar densities of weight W (the basis vectors all have weight 0). We then evaluate the four dot products :

uteV=(u"; VI=5"Vi=V" // see (7.18.3)

Up eV =(up)' Vi =8,Va=Vy // see (7.18.3)

(€eV)=T"(meV') J¥ (e™);V* =" 5"Vt =¥ y* // see (7.18.1)
(enoV)=T"(e'"ne V') I (en)*V'y =175, V' =" v, // see (7.18.1) (D.2.10)
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In the last two lines, we use item 6 that AeB = J* (W) A'eB' with w=0.
Thus the two u, expansions are unaltered, but the e, expansions pick up an extra factor of J¥. For
example, assume that V = Xp0 en With o unknown. Then

Vee” = (Znomen)® €” = Zptm(en® €) = Tnlndn” = On
Therefore o =V @ €® = J" V', s0 the expansion must be V=J" , V™ ey .

9. This same idea applies to the more general tensor expansions of Appendix E. For example, if A*3* is
a tensor density of weight W, one will have in place of (E.2.9),

A=T" 355 A (e;Qe;®@ey) . (D.2.11)

Proof: According to item 6, the direct product space dot product shown below is a scalar density of
weight W, so

A o (e®e°®e%) = I A'e (e2Qe™®e') = J" AIE (e'?); (e™); (eP) = I A2PC

If we write A = X4k oIk (e1®e®ex) with oIk unknown, we find as in the vector case above that the

coefficients are a3% = JW Ar3PC,

D.3 Theorem about Totally Antisymmetric Tensors: there is really only one: £3°° -

abc.

The permutation tensor & *** has a number of indices equal to the dimension N of the space in which

one is working. For N = 3 one has £2°¢, and £2® or €**°? do not exist. The normal calibration of the tensor

123..N ~ - -
3--N = |. Fach index swap causes a minus sign such as £2°¢ = -gP3¢ = . ¢°P

131

is & @, and if any pair of

indices are the same, the result is zero, such as €*~~ = 0, Due to this swapping property on any index, this

tensor is called "totally antisymmetric".

Theorem: Apart from a scalar factor, there exists only one totally antisymmetric (TA) tensor. (D.3.1)

abc. .. abc. .

*. If two or more of the indices are
— 8abc. .

Proof: Suppose there were two TA tensors called € and r

equal, both tensors are 0, so for such index sets, one can say r**°: where f is any finite
function whatsoever. Consider now the case where all the indices are distinct and therefore exhaust the set

123...N, and consider abc... to be a permutation of 123...N obtained by doing S pairwise swaps,
abc... =P(123..) p=C1°%. (D.3.2)

If one were to associate a sign change with each swap, the total sign change would be p, the parity. Since
€ and r are both TA tensors, each tensor can be "unwound" back to a standard index order by doing these
S swaps, and the swaps will cause a total sign of p relative to that standard order, so

13Pe - =prt?3 - // for example, r?*34- - = (-1)! 1234+~ (D.3.3)

8abc.. :p8123. ..
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Define scalar function f = 23+ /e'?3- -+ whatever it might be. Then
rabc.. :p(f8123...)

and dividing these two equations one finds,

2bc.. _ peabe.. (D.3.5)

which has now been shown valid for all index sets abc.. . Therefore, any "other" totally antisymmetric
tensor is just a scalar function times the € tensor.

Alternate proof assuming (D.11.8) below. Assume r*°¢* = £2°° - Apply €apc. . to both sides and sum

on abc.. t0 get €ape. .1%°%" " = gape. (F £ ") = (€abe.. €270 ") = NI |g| f by (D.11.8). Therefore the
assumed form 12" = f &3 - is valid with f = (N!|g|)  eapc. . 1*°° " .

Similar Example: For N= 3, if rank-4 tensor M®®°? is totally antisymmetric on indices abc, then M4
can be written in the form M32°? = £2°°q? where q% is a vector. In fact q% = (3!|g]) ™! €apeM*>%,

D.4 The contravariant € tensor

The "Levi-Civita symbol" or tensor is one that equals the permutation tensor when all indices are "up", as
we shall see (a convention). One does not raise and lower indices of the mechanical permutation "tensor",
but one does do this on the Levi-Civita tensor, which we shall just call "the € tensor". As we shall also
see, the € tensor is really a tensor density of weight -1. When writing €apc. . one must have clearly in
mind whether one means the permutation tensor or the Levi-Civita tensor. Unless indices are all up, they
are in general not the same.

bc

Knowing nothing to start, assume that the totally antisymmetric £€2°° - tensor transforms under F as a

tensor density of some weight W which we hope to determine. Then
gvabc.. :J—W Raa'Rbb' mga'b'c'.. ] (D.4.1)

abc. 3...N

Assume that € " is the usual permutation tensor normalized to gt? = +1. This is the convention
used by Weinberg p 99. This means each index swap changes the sign, and if two or more indices are the
same, € = 0. This is an important starting assumption, and from it most everything follows.

Given this assumption, the RHS of (D.4.1) is totally antisymmetric (TA). The argument is given once

here and then used later several times. Consider an a<»b swap. Then
g2 - =J W RP, Ry .2 2% =] RP,R2,. .. €2'2"%" - //boa' dummy indices

=J" R, RPy .. (€% ) =—gPe- (D.4.2)

257



Appendix D: Tensor Densities

The same result is true for any swap, thus RHS (D.4.1) is TA. Since according to Section D.3 there is
only one TA tensor available, apart from a scalar function factor, it follows that

Svabc. E— Kgabc. - (D43)
where K is some scalar function, perhaps just a constant. Equation (D.4.1) above then reads
Ke =" R R%. .. e®P'% (D.4.4)

Setting in the standard order, one finds that

K8123 :J-W Rla‘ sz‘ mga'b'c'.. (D45)
or

K =J"det(R*y) =J" ()™ =37 ™  //J=det(S) = 1/det(R) (D.4.6)
SO now

S.abc. N Kgabc. e J— (W+1) gabc. .. (D 4 7)

A second assumption is now made: that €°° - (contravariant!) has the same value structure in any
frame of reference, which is to say it is the same in x'-space as it is in x-space,

gvabc. - gabc. I (D.4.8)

abc. . 123...

where ¢ " is the usual permutation tensor with ¢ = +1. This assumption is consistent with

taking W = -1 in (D.4.7).

Fact: The Levi-Civita tensor €2°°" " - has weight W = -1. From (D.2.5) this is true regardless of the index
positions on the € tensor. (D.4.9)

Again, this follows the convention of Weinberg p 99. Some authors instead arrange for the above
equation to be true for the covariant € tensors, and use then €123, . .5y = €'123...n = +1, but we shall

follow Weinberg.
To summarize, assuming that €*°° - is the usual permutation tensor normalized in the usual way,
and assuming that £3°° - = ¢3°° - 5o this tensor is the same in all frames or spaces, THEN one

abc. .

concludes that € * must transform as a rank-N tensor density of weight W = -1. That is to say,

g% =JR*, RPp .62 P // this is (D.4.1) above with W = -1 (D.4.10)
Viewed in this light, the tensor €3¢ - is known as the Levi-Civita tensor.

Tullio Levi-Civita (1873-1941). Italian, University of Padua 1892, with Ricci published the theory of
tensor algebra in 1900 (see Refs.), which work assisted Einstein circa 1915 in formulating the theory of
general relativity. The € tensor bears his name. Sometimes the affine connection (Appendix F) is called
the Levi-Civita connection.
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D.5 Some facts about the € tensor
1. Consider, with the assumption of (D.2.4) above applied to the € tensor,
€abc... — Laa' Zbb' .- € // just as with any other tensor (D.5.1)

This is again in the convention of Weinberg p 99 (4.4.10). Although we show all indices lowered at once,
one can lower them one at a time in the usual manner using g; 5.

Added-sign-s convention. Some authors make a special exception for the € tensor and introduce an
extra sign s into the above equation ( recall that s = -1 for special relativity)

€abc... =S Zaa' Ebb'.-e I s = sign[det(gij)] . (D.5.2)

This convention then invalidates the idea (7.4.11) that gay, lowers a tensor index on € and g®® raises a
tensor index on ¢. If that idea were valid, the above would read €ape. . = S €ape and would force s =1.
Furthermore, the meaning of a mixed ¢ tensor like sab becomes undefined in this convention because
we don't know how to obtain sab from say eap. Since this convention is nevertheless used by some
authors, we shall present some results below in this added-sign-s convention.

Up-Equals-Down convention. Recall that we use the Weinberg convention (D.5.1), which says &'s

indices work like those of any other tensor, and (D.4.8) which says &3°° - = ¢3¢ -  Some
iabec.. _ _ab

g2°¢- - Dby a different fiat rule : €ape... = €

authors instead replace the "fiat rule" ¢ abe. ..

where we use a hat to distinguish their low index ¢ from our low index €. Below we will show in the
Weinberg convention that €ape. .. = ¢ £3P¢ -+ 50 we can then identify fabe. .. = (1/g) €abe. . .. The
upper index version is the same, so £3°°'- = £3°°:- _In this convention one finds that £ " is a

tensor density of weight - 1 and then £abe. .. has weight 2 - 1 =+1. We mention this convention only
because it exists, but we shall not express any of our results in this "up equals down" convention.

Continuing with (D.5.1), install the reference sequence to obtain
€123.. = L1a' €2b' ... € =det(gi;) =g . // see (D.2.2) (D.5.3)
Similarly, €'123. . = det(g's3). To summarize,

€123.. =det(gij) =g // € all-down index reference values
g'123.. =det(g'siy) =¢'. (D.5.4)

In the "added sign s convention", these last two equations would have sg = |g| and sg' = |g'| on the right
which means then these two € values would be always positive.
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2. Take the same starting point as above
€abc... T Zaa' Zbb'---- gPel (D.5.1)

The RHS is a totally antisymmetric in indices abc... . This is by argument (D.4.2) repeated in this context,

_ a'b'e'... _ b'a'c'...
€pac... ~ Zba' Lab':-.-- € = Ebb' Laa':-:-- €

(e3P )= - gaar bt € = gape. .. (D.5.5)

Then according to Section D.3, the right side of the above can be written as

RHS = C 2P (D.5.6)
since we there is only one TA tensor apart from scalar C. Therefore

gabe... =C e3P | (D.5.7)

Insert the reference sequence

g123... =Ce® - =C (D.5.8)
But €123, .. =det(gi5) from (D.5.3), so

C=det(gij) =g (D.5.9)
and then (D.5.1) says, for the "Weinberg convention",

€abe... =det(gij) gPc - =ggPce - // relating all down to all up

S'abc. = det(gllj) 8vabc. A gv 8|a.bc. .. /] = gv gabc. .. ) (DSIO)

where the second line follows by the same argument. These equations relate all indices down to all up in
the same space. Notice that both €apc . . . and €'apc. . . are totally antisymmetric.

In the "added sign s convention" the above equations are instead

€abe... = |det(gis) €3°% 0 =g &P // relating all down to all up
g'abc. = |det(g'1j)| gvabc. - |gv| 8vabc. .. /] = |gv| gabc. .. (DS] 1)

3. Divide the two Weinberg convention equations in (D.5.10) to find that
€abe... = [det(g'ij)/ det(gij)] €abe...= (278) €ave. .. (D.5.12)
From (S.1.2) one has (g'/g) = J* so the conclusions regarding ¢ are these:

€abe. .. =J% €abe. .. =(2/8) €abe. . g3 - =g - = permutation tensor // general

€abe. .. = permutation tensor if g=1 (D.5.13)
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These conclusions are valid for the "added sign s convention" as well since det(g) and det(g') always have
the same sign as shown in (D.1.2).

Two comments:

e Although we set £@P°" - =3P - - by fiat, we cannot similarly set €'apc. . . = €abe. . by fiat. This latter
result comes out being €'ape. .. = J2 €abc. .. as just shown. (D.5.14)
o The fact that €'apc. .. =] 2 €abe. .. does not say that e,p¢ is a tensor density of weight -2 because there
are no R factors showing (see tensor density definition (D.1.4)) . (D.5.15)

D.6 The covariant € tensor : repeat Section D.4 as if its weight were not known
According to (D.2.5), lowering indices does not change the weight of a tensor density. Eq (D.4.9) shows
that £ - is a tensor density of weight -1, so we know right away that gapc.. is also a tensor density of
weight -1. Nevertheless, it is interesting (and tests our consistency) to see what happens when the same
method used in Section D.4 for 2" " - is applied to €ape. . . .

We start by assuming €ap¢ . . is a tensor density of some unknown weight W,

€abe.. =J"[Ra® Ry ... €aprer. ] - (D.6.1)

Eq (D.5.10) shows that €5'p'c. . is totally antisymmetric (TA) since we know g2 -+ is TA. The
argument of (D.4.2) with up<>down indices then shows from (D.6.1) that €'apc. .. is TA as well. Since
according to Section D.3 there is only one TA tensor available, apart from a scalar function factor, it
follows that RHS(D.6.1) =K €apc. . so (D.6.1) then says,

Keéabe.. =J"[R2 RP ... €aprer..] . (D.6.2)
Use (D.5.10) to set €a'prer.. =det(gsy) £2'P'¢" -+ inside the bracket,

Ké&abe.. =J " [Ra® Ry ... det(gi) e ¢ ], (D.6.3)
and then install the reference sequence on both sides

Kezs. . =J"[R:® R° ... det(gis) €2 ®'° 1] . (D.6.4)
But (D.5.3) says €123.. =det(gi3), so cancel det(gs ) on both sides to get [ recall R;I=83;]

K=J"[R:® R ...e3®"%" ] = IV det(RyI) =J7" det(ST;) =" J =" 1) (D.6.5)

So here the result is K = J~ 1) whereas in (D.4.6) the result was K = J~ ™) In the current case, since
(D.6.1) and (D.6.2) have the same RHS, setting the LHS's equal says
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€abe.. =Keape.. = 7" gape . (D.6.6)
But (D.5.13) says that €'apc. . = J2 €abe. . and therefore W = -1.
Thr conclusion is that €apc . . . transforms with weight -1, the same as g3be- - ", s0 (D.6.1) becomes
€abc.. = [Ra¥' Rp” . €arprer..]. (D.6.7)
D.7 Generalized cross products

In (A4.1) and (A.4.2) the following cross product of N-1 vectors is considered (now in Standard
Notation, all indices are contracted except a)

Qa = €abe...x B°C°DY..X* or Q =BxCxD..xX . (D.7.1)

If the vectors B,C,D..X are all contravariant vectors, then applying the rule (D.2.3), one concludes that,
since ¢ is a tensor density of weight -1 and since all the RHS vectors have weight 0, the object Q4 is a
covariant vector density of weight = -1, and thus has this transformation rule

Qa =JR."Q. (D.7.2)
Similarly, one may consider

Q® = %% * BCcDg.... Xx . (D.7.3)
If vectors B,C,D...X are covariant vectors, then Q2 is a vector density of weight -1 and

Q? =JR%Q". (D.7.4)
D.8 The tensorial nature of curl B

It has just been shown that C = A x B [ Ca = ape APB® ] is a vector density of weight -1, this being a
special case of the generalized cross product discussion above. As noted in the Example below (D.2.8), if
gi5 = 1 and r is a (global) rotation, then g's5 = 1 as well. This means from (D.1.2) that g=g'=1and J =
1. Then the weight -1 transformation rule C'y = J Rabe becomes C'; = Rabe which is the same as a
weight 0 rule, so then C can be regarded as a regular tensor in its transformation properties (in this special
case). [ Under inversion, if A— -A and B— -B, one gets C— +C, so C is sometimes called a
pseudotensor. ]

One might conjecture that C =V x B is also a vector density of weight -1, and that conjecture is correct
as is now shown. Consider

C* = £ 3,By (D.8.1)
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where B is assumed to be an tensorial vector. It is helpful to write this equation in the following manner

C* =¢P [0,Bp — 0pBa ]2 (D.8.2)
where the second term is the same as the first term, since

—e"®P 3B, = ™2 3B, =" 3,Bp . (D.8.3)
Recall now from (7.16.4) that the covariant derivative of a vector is given by

Bp;a = 0aBp—I"“ap Bc (D.8.4)
where the affine connection I'®,p, is symmetric under a<»b. Therefore,

Bb;a—Ba;b = [0aBb —I“ab Be] - [0bBa — [“pa Bc] = 9aBp — 0pBa . (D.8.5)
Therefore C" can be expressed as

C® = €™ [Bp,a —Ba:p]?2 (D.8.6)
so by the same € anti-symmetry noted above the final result is

C"=¢"PBy,a . (D.8.7)

The major feature of By:a -- as discussed in (7.16.5) -- is that it is a rank-2 tensor if B is a tensorial
vector. The weight addition rule (D.2.3) can then be applied to £*2® By, a. Since € has weight -1 and
Bb:a has weight 0, the conclusion is that C™ is a vector density of weight -1.

Thus, C =V x B=curl B is a vector density of weight -1.
D.9 Tensor € as a weight 0 version of ¢ : three conventions

1. Equations in the "Weinberg Convention"

In this Section it is assumed as in (D.2.4) that g; 5 and ¢*7 raise and lower indices of the € tensor just as
they do for any other tensor (Weinberg convention). Above it was established that

abc 123

€abc... —g& 7 g7 =+l €123...= & (D.5.10)

S'abc... :gusvabC... 81123.. :+1 8'123___ :g, (D510)

€abe. .. :Jz €abe. .. :(g'/g) €abe. .. (D-5.13)

€ is a rank-N tensor of weight W = -1 (D.4.9) and (D.6.7) (D.9.1)
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Again, just in passing, notice that €'4pc. . .= J2 €abe. . .does not say € has weight -2 because the R factors

are not present on the right side.
Consider now the following new objects defined by (sg = |g|, s= sign(g) = sign(g') as in (D.1.2) ),

|-1/2 1/2

slgl= slgl
slgl= slg

= g2 tape... = &2 = |g” g =g

Eape... = g™ % €'ape.. = €123... = |g|7"g =g

eabc. ..

-1/2 1/2

(D.9.2)

From (D.1.2) g' = J?g so that g transforms as a scalar density of weight -2. Since the sign of g and g' are
the same, if follows that (sg) = |g| is also a scalar density of weight -2, and then the

quantity |g|_1/2 12— g1 |g|'1/2. Looking at the
equation Expe. .. = |g|'1/ 2 €abe. .. above, and using the weight summation rule (D.2.3), one concludes
that Espe. . . transforms as a tensor of weight (+1) + (-1) =0, and so Eape. . . 1s an ordinary rank-N tensor.

transforms as a scalar density of weight +1, since |g'|

Comment: It was shown near (7.15.9) that a tensor density equation with matching weights is "covariant",
so one is not surprised to see the second line of (D.9.2) having the same form as the first line but
everything is primed (s = s').

Raising indices on both sides of (D.9.2) gives these contravariant ordinary rank-N tensors,

gabc... = |g|-1/2 Sabc... — 8123... — |g|-1/2
gabc. = |gv|—l/2 gvabc. R £|123. e |g,|—1/2 ) (D93)
To compare Eapc. .. and E3P°" - we first evaluate Eape. . . ,
Eabe. .. = |g|"1/ 2 ave. .. // lower indices on both sides of 1st Eq of (D.9.3) since covariant
= |g| /2 g g2 // from (D.9.1)
_ -1/2 abc. .. : _
=s|g| gl & // since g = s|g| by (D.1.2)
= g |g|1/2 sabc. .. (D94)

We then pair this last equation with the first of (D.9.3),

Eave... = sgt/? e (D.9.4)

gabe- - = |gT1/2 gabe. .. (D.9.3) (D.9.5)
Dividing the two equations gives Eape. .. / &pe- - =g |g| = g so that

Eabe... = g & (D.9.6)

We can then construct an € € product as follows
&2 ane = [ g% € 1 1g™Y? eanc...] //(D.9.3)and lst line (D.9.4)

= g e® " eapc... . (D.9.7)
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Next, we use standard ordering to get

£33 = |g71/2 // from (D.9.3)
s|gtt/2 . // from (D.9.4) (D.9.8)

&123. ..

Summarizing (D.9.8) and (D.9.6) and (D.9.7),

8123... — |g|—1/2 8123”‘ — S|g|+1/2 gabc :geabc...zs|g| sabc
8'123. P |gv|-1/2 8‘123_ = S|gv|+l/2

eabc... SABC :|g|—1 gabc... SABC.-.

gabc. - Eape. | = |g||—1 8.abc. " ¢'agc... (D.9.9)

Since |g|™* is a scalar density of weight +2 and each & has weight -1 and each & has weight 0, one is
happy to see the weights balance of the two sides of this pair of covariant equations.

2. Equations in the "added sign s convention"

The previous section shows how things work out using the "Weinberg convention" noted at the start of
Section D.5. Here is the previous section redone in the "added sign s convention" where €apc. .. has an
extra sign s as shown in (D.5.2). To get from Weinberg to added-sign-s, take €apc... — S€abe. ... Doing
this change in (D.5.10) for both €apc. . and €'apc.. gives

€abc... =SgETCT g3 =41 €123... =sg =g //'g— sg
€abe. = nggnabc. .. 81123. c =11 €123, = ng — |g|| // gv N ng (D910)
€abe... = |J|2 €abe... =(g8) €abe. .. ¢ is rank-N tensor of weight W =-1 // same

Consider the following new objects defined by ( sg = |g|, s= sign(g) = sign(g") as in (D.1.2) )

1/2 c -1/2 1/2

lgl = gl
gl = gt . (D.9.11)

abe... = 1g abc... = E123... = g
-1/2

_ -1/2
Eave... = 18] 2 €upe... = E123... =g

By the same argument given above, €apc . . . 1s an ordinary covariant tensor (ie, weight = 0). However, the
indices cannot be raised by g*3. In this convention then one must make independent definitions of the
contravariant components as follows,

eabc... = |g|—1/2 8abc... - 6123... — |g|‘1/2
£|abc. = |gv|—1/2 Slabc. RN £|123. e |gv|—1/2 (D912)
To compare Eapc. .. and P,
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-1/2 -1/2 be... _
Eave... = g% Cave... =g M2 gl e =g
eabc. PR |g|—1/2 Sabc. ..
so that
bec. ..
Eabc... = |g E°°
Summarizing,
-1/2 1/2
123 = gt/ E123... = Ig*Y
1 -1/2 " 2
E123... = g™ E123... = g™
gabc. .. SABC — |g|—1 Sabc. .. 8ABC-~-
gabc. .. g'ABC-” — |g||-1 Svabc. .. S'ABC~-~

-1/2

gl &

é:a.bc
gabc
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abc. ..

(D.9.13)
(D.9.14)
=g gabe. ..
=g gabe. ..
(D.9.15)

In this "added sign s" convention, all these summarized results involve only |g| and there are no factors of
s floating around. The cost of this benefit is a lack of true covariance (when s = -1), as demonstrated in

Section D.11 below.

3. Equations in the "Ricci-Levi-Civita convention"

Ricci and Levi-Civita use the "added s convention" but add a factor o = sign(det(S)) into their definition
of & ( see their paper p 135 or Hermann pp 31-21) so that

_ -1/2
Eave... = olgl "M% ape. .. = €123, ..
-1/2
Eave...= olg] M2 eupe. .. = 123, ..
gabc... = G|g|_1/2 Sabc.. :> 8123...
gabc. - G|gv|_1/2 8.abc. .. = 8123. ..
Summarizing,
123. .. -1/2 1/2
£+ = olg Y E123... = olg™
-1/2 1/2
E123... = olg™ E123... = olg[*V/
eabc. .. SABC — ‘g|—1 sabc. .. SABC---
gabc. .. evABC"- — |gv|—1 Svabc. .. SVABCH-

= olg

olg|

-1/2
1/2

gabc
é:'abc

Notice that in all three conventions, the last equation pair is the same.

gl = olg*’?
g = olg|*?
(D.9.16)
= gl &Pe
= |gv| gabc. ..
(D.9.17)

Since Ricci and Levi-Civita did not raise and lower individual indices in their 1900 paper, they were not
concerned about their convention being non-covariant in that sense.
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D.10 Representation of €, €€ and contracted €€ as determinants

This section is in developmental notation and ¢ is the permutation tensor.

1. Theorem about a certain permutation sum

Consider the following object Q defined as a signed permutation sum of the product of N matrix elements
of a matrix My 5,

Qabc. x =2p p P2(1\/Ia11\/[b2 Mes..... MxN) (D.lO.l)

In this equation, P> represents a permutation of the set of 2nd indices of the N matrix elements, and the
sum is over all N! such permutations.

There are many ways to arrive at a given permutation of 123...N by doing pairwise swaps, but for all
these ways, the number of swaps S will be either even or odd. The parity p of a permutation is defined
then as (1) and this p appears in the above sum.

If one were to swap indices 2<-3 on the right above, each permutation would have S— S+1 since an
extra swap is needed to undo 2«<»3. Thus, all parities p — -p and in fact the whole object negates. But the
swap 2«3 is the same as b<>c since Mp3 Mc2 = Mgz Mps. Applying this argument to any pair of
indices, one concludes that Qapc. .x is totally antisymmetric and therefore by (D.3.1) can be written as K

€abec...x:
¥p p P2(Ma1Mp2 Mcs....Mxx) =K €ape. . .x - (D.10.2)
where in this Section €apc . . . x 1S just the permutation tensor (not the Levi-Civita tensor).

Setting abc..x to 123..N, one gets.
Zp p P2(M11M22 M33 ..... MNN) =K . (D.10.3)

The left side of this last equation can be written as
2p p P2(M11M22 M33....Mnn) = Zabe. .x €abe. . .x M1aMab Mac.....Mnx (D.10.4)

because p = €apc. ..x correctly assesses the parity of any given permutation. But this object is simply
det(M) so the conclusion is that K = det(M) and then

Zp p P2(Ma1Mp2 Mcs....Mxy) = det(M) €abe. . .x - (D.10.5)
Consider now the following matrix where abc..x is some permutation of 123...x,

M) = My Maz  Maz ... May
Mpi Mp2 Mp3z ... Mpx
Mcl Mc2 Mc3 MCN

Mxi Mxz Mxs ... Man - (D.10.6)
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By rearranging the rows into their normal numerical order, one obtains matrix M, but incurs a sign from
the various row swaps which sign is just €apc. .x. Therefore,

det(M(abc’ ) ) =€abe...x det(M) (D.10.7)
and therefore we obtain the following "theorem" :
¥p p P2(Ma1Mp2 Mes.... Mgy) =det(M @) ) = det(M) €ape. . .x - (D.10.8)

The permutation sum is thus just the determinant of matrix M @) The first term in the permutation

sum, the term with an identity permutation, corresponds to the product of the diagonals of M (3P ).

2. Application of the theorem to M = §: a representation of €

Apply the above theorem to matrix M = 1 = 0, the identity matrix, so Ms 3 = 03, 5. Clearly det(6) = 1 and
one then has

Y P P2(8a,18p,2 8¢, 3.0, 5) =det[3®% ) ] = eape. . x . (D.10.9)
Thus is obtained a well-known representation of €apc. . x as a certain determinant of Kronecker deltas,

€abc...x T det[s(abc”) ]

where 8% )= §,1 8.2 Ba3 .. 0an =R,
9,1 Op,2 Op,3 .. dp,N =Rp
6c,1 8c,2 8c,3 8c,N = R¢
O0x,1 Ox,2 0x,3 .. Ox,N =Ry (D.10.10)

For future use, each row vector has been given a name like R, where (Rz); =04, .

’

The conclusion then is that (vertical bars here mean determinant) :

6a,1 83.,2 8a,3 66,
Ooh,1 On,2 On,3 . Op,
€abhe...x — 5(3',1 6(;,2 6.3,3 . 60,1[ = |0(ahc..)|
Ox.1 2 ? " (D.10.11)
which is the same as
€abe...x = 2p P P2(3a,10p,2 Oc,3.....0x,N) - (D.10.12)
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Ra Ra:
Ry Rp:
€abe. . .x = det and €a'b'e'. . .x' =det (D.10.13)
Rx Rx'
Then
Ra. Ra: Ra
R; Ry
€abc...x €a'b'c'...x' = det > det i = det b det (Rar Rp' ... Ry)
Rx Rx' Rx
Ra
Ry
=det { (Ra'Rp' ... R¢1) } (D.10.14)
Rx
which is the determinant of this matrix
Ra*R.r  Raie Ry RaeR. ... Rie Ry
Rb. Rav Rb. va Rb‘ Rc' Rb‘ Rx'
R Ry ReeRpr ReeR.' ... Rce Ry
Ry*Ry: Ry*Ry,' RyeR.' ... Rye Ry . (D.10.15)
A typical element of this matrix is given by
Rce Ry = (Re)i(Rpr)i =8¢, 0b',i =0c,b: (D.10.16)
so that matrix can be written as
8a,a' Sa,b' 8a,c' 8a,x'
db,a' Ob,b' Ob,c' ... 0b,x’
Sc,a' 5c,b' Sc,c' ...Sc,x' = a(abc..x; a'b'e’..x')
Ox,a' Ox,b' Ox,c' ....Ox,x (D.10.17)

where we have made up a name for this matrix as shown.

The conclusion then is that
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6a,a' 6a,l:n' 8a,c' 6a,x'
811;3' Bh:h' 8},,0' Bh’xl {abc a'b'c’ ")
— L LX; 4
€abe...x€a'b'c'...x' = ac,a' ac,h' ac,c' Sc,x' =0

8x,a' 8x,h' 8)(,0' 6x,x'

(D.10.18)
which is the same as

€abe...x€a'b'c'...x' = 2p pPZ(aa,a'Sb,b'ac,c' ~~~~~ 8x,x' (D-10-19)

because the right side of (D.10.19) is precisely the determinant appearing in (D.10.18). As usual, the
argument of Py is the product of the diagonal elements of the matrix of interest.

4. Contracting the first index of the outer product of two € tensors.

Consider what happens if one sums on the first index of the ¢ product:
Ya €abc...x €ab'c'...x' . (D.10.20)

For fixed given values of bc..x and b'c'...x', there is only one way this sum can be non-zero. In that one
way, bc..x and b'c'...x" must each be permutations of the set {12..N exclude A} where A is the "hit value"
of a in the sum on a. In the sum, only a = A contributes. Then using this hit value A and (D.10.19),

2a €abe...x€ab'c'...x' = EAbe...x EAb'c'...x'
— %o p Pa(6a,a00,5'0c.orenBx,x') = Zp P Pa(Bn.1'0c, ot x: (D.10.21)

where in this last expression the sum can be regarded as being over permutations where b'c'..x' is a
permutation of b,c..x. Each of these lists of integers is in turn a permutation of {12..N exclude A}. Now,
parity p = (-1)° where S is a number of swaps it takes to connect b'c'...x' with b,c..x, since a=a' = A. One
might wonder if the overall sign of the RHS of the last equation is correct. A check of the first term in this
sum which is just 8p,5'0c,c'.....0%,x' shows that this overall sign is indeed correct. This first term must
be positive because the product of two €'s is either +1 or 0. As an example,

Ya €abe €ab'c' = 2p pPZ(Sb,b'Sc,c') = 8b,b'8c,c' - 6b,c'8c,b' . (D-10-22)

The permutation sum shown on the right side of (D.10.21) is the determinant of §(@°¢--*/ a'p’e’..x")

but with the first row and column crossed out. It can then be thought of as either the minor or cofactor of
the element aa of this big 6 matrix. Therefore,

Ya€abc...x€ab'c'...x' = [COfs(abc“x; a|b|C|“x‘)]aa (D1023)
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where the notation cofM refers to a matrix of cofactors with elements [cofM]; 5. Don't confuse the a on
the right side with the local dummy summation index a on the left side.

The conclusion then is that (implied summation on a on the LHS)

‘Sh,h' 8}),0' 8h,x'

Oc,b'  Oc,c' ... Og,x
€abe...xEab'er...xt = | o0 T00C Cx' | [cof 3o X abiel x|

8:-:,]3' ax,c' ax,x'

(D.10.24)
5. Contracting two or more indices of the outer product of two ¢ tensors.
Consider what happens if one sums on the first two indices of the g€ product:
Ya,b €abed. . .x €abc'd'...x' - (D.10.25)

For fixed given values of ¢,d..x and c'd'...x', in order for this double sum to be non-zero, the index sets
cd..x and c¢'d"...x' must each be permutations of the set {12..N exclude A,B} where A,B are a pair of hit
values for the a and b sums. If a=A and b=B is a hit value, then so is a=B and a=A, so there are 2!
contributing terms in the sum, and each term is +1. Therefore

z:a,b €abed. . .x €abe'd'...x' = 2! €aBc...x €aBe'. . .x"
=2 Zp pPz(SA,ASB,BvSC,cv5d,dv ..... 5x,xv) :2!Zp pPz(Sc,cv Sd,dv ..... Sx,xv) (D.10.26)

where in this last expression the sum is over permutations where c'd'...x' is a permutation of c,d....x. Each
of these lists of integers is in turn a permutation of {12..N exclude A,B}. Now parity p = (-1)° where S is
a number of swaps it takes to connect c'd'...x" with c,d....x. Since the product of two ¢€'s is either +1 or 0,
the overall sign of the right side shown must be correct. As an example,

Sa b fabc fabe = 2!Zp p Pa(Be,or) =280 o . (D.10.27)
If ¢ = ¢' = 2, then this says
Ya,b €ab2 €ab2 = €132 €132 T €3128312 =1+ 1=2 . (D.10.28)

The permutation sum shown on the right side of (D.10.26) is the determinant of §(@P¢--*/ a'’e’..x")

but with the first 2 rows and columns crossed out. Therefore,

; a'b'e'.

Z:a,b €abed. . .x Cabe'd' .. .x' = 2! {[COfa(abc“x’ 'x')]aa}bb . (D~10-29)

The conclusion then is that (implied summation on a,b on the LHS)
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60 c' e ac,x‘
— abc..x; a'b'c'..x'
€abed. ..x €abc'd'...x' = 2! ... =2! { [COfS( ¢.Xpame R )]aa}bb

6:-(,0' 6x,:-:‘
(D.10.30)

Here a and b on the left are just dummy summation indices, whereas a and b on the right indicate that the
right side is 2! {...} where {...} is the cofactor of a matrix which is the full §@¢--*7 3'P'e"--X") maprix

but with the first two rows and columns crossed out. One can imagine doing this crossing out in the
picture of the full 6 matrix shown in (D.10.18). The diagonal element of the first row and column is 85, 4"
and of the second row and column Jy,' so we use the notation aa and bb to denote these rows and
columns which are crossed out.

This pattern continues as more indices are contracted. If three indices a,b,c are contracted, there will then
be 3! hit values which are A,B,C and its permutations, and one just repeats the above discussion. The
result will then be

z"a,b,c €abed. . .x €abed' .. .x' = 3! {{ [COfS(abc”x; a'b'C'”x')]aa}bb}cc . (D-10-31)

The conclusion then is that (implied summation on a,b,c on the LHS)

6d,dl Ba,xl (ab b )
..x; a'b'e’'..x'
€abed. . .x Eabed' . ..x' = 3| ... = 3! {{[cofo e 2 Jaatbbice
Ox,a' Ox, %
(D.10.32)
Eventually one arrives at a point where all but one of the indices are summed, so that
€abed. . .x €abed...x' © O\I-l)' |8x,x‘| = O\I'l)' 6x,x' (D1033)
an example being
€abe2 €abe2 = 3! 020 = 3!  =¢€1342 €1342 T €1432 €1432 +4 more terms = 1+1+4 =6, (D.10.34)
The final point is that at which a// indices are summed, with result
€abed. . .x €abed. ..x — N! (D.10.35)
and example of which is
€abcCabe = 81232 + 82132 +4moreterms =1+1+4=6 . (D.10.36)
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6. Summary of Results

8a,a' 8a,l:n' 8a,c' 6a,x'
8h,a' Sh,h' 81:-,(3' 8h,x' (abc a'b'c' ‘
— L LX; 4
€abe...x€a'b'c'...x' = 6c,a' 6c,h' 80,0, 6c,x' =0

8x,a' 8x,h' 8x,l::' 8x,x'

8h,h' 611,0' 6h,:nr'

Oc.b' Oc.g' .... Og.x'
gabc...xgab'c‘...x' _ c,b c,c Cc,X _ [Cofa(a.bc..x, a'b'ec'..x )]aa

8x,h' 5:4:,.1:' 5:4:,.:-:'

60 c! seus ac’x'
_ abc..x; a'b'e'..x'
€abed. . .x fabc'd' . ..x' = 2! =21 { [cof §(@Pc--*7 a'Blet..x)y A

6:-(,0' 6x,:-:‘

Oa,ar ... 0a,x'

bec. .x; 'b'e'..x'
€abed. . .x €abed'...x' — 3! = 3! {{ [COfE)(a Gox s © * )]aa.}bb}cc
XXX
€abed. . .x €abed. ..x' = (N-1)! 8x,x'
€abed. . .x €abed. ..x = N! (D.10.37)

The determinants appearing above are sometimes called generalized Kronecker deltas. For example,
here is a sample determinant followed by our (easy to type) notation and then the official Kronecker delta
notation:

_ 6(cd...x; c',d'...x")

=5¢d X (D.10.38)

cY d' A X'

Often the deltas are written in the form 8¢, ¢+ = 8% or 5:.

Using both our notation and the generalized Kronecker delta notation, we rewrite (D.10.37) this way
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_s(abc...x; a'b'e'...x"' _ abc X
€abec..x€a'b'c'. .x' _6( ¢..-xiabe x') = aa'b' ¢y
_s(bed...x; b'c'd'...x' _gbhe X
€abe. .x€ab'c'. .x' _6( ° ® ¢ x) - Sbv ¢ x'
. T4 [ c d
€abed. .x€abc'd. . x!' =2! S(Cd'”x’ crd’...x") = 2! 8 1 qreeee X'
c'd X
de...x; d'e'...x' _ de X
€abcde. .x€abcd'e’. .x"' =3l 5( €% e x') = 3! 8(1' R
Yy
' X
€abed. . .x €abed. . .x' = (N'l)!s(x'x ) = (N—l)!SX. = (N-1)! 0%, x:
€abed. . .x £abed. . .x =N! (N = dimension of x-space) (D.10.39)

Keep in mind that in all of Section D.10, ¢ has represented the permutation tensor.

D.11 Covariant forms of the previous Section results

The Section D.11 results were in effect all developed in Cartesian x-space where up and down indices on
the €'s did not matter and we regarded € as the permutation tensor. The rules for converting any of these
results to covariant form are as follows: [ after conversion, € becomes the Levi-Civita tensor where

2P is the only index position where it is the same as the permutation tensor ]

Weinberg convention: (D.11.1)

* %k kk % % % % k

Exxxxx from (D99) In this
way we "continue off" the Cartesian equation (where g = 1) to obtain a covariant form. The objects
E™™ and Exwwsw are true contravariant and covariant (weight = 0) rank-N tensor. This is vaguely
reminiscent of "analytically continuing" a real function f(x) "off" the real axis to get a function of a
complex variable f(z). When evaluated on the real axis, f(z) and f(x) are the same. See the tensorization
discussion in Section 15.2 for more detail.

e Make the replacement gxxxxx Exxxxx — |g| 1 € Exxxns = &

o Write the right side of the expression of interest replacing every 8a, = 6% = g% as shown in (7.4.19).
Then the right side will also be a true tensor.

Example 1: For g =1, consider the gg product with no summed indices [first line of (D.10.37)] for N = 2:

8aa' 6ab'

Spa Opp: =08a,a' Opb,b' — Oa,b' Ob,a' . //€=permutation tensor (D.11.2)

€ab€a'b' =

The covariant form is as follows, where now g is some arbitrary metric tensor for x-space,
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a a
_ g ' g b'
EPp = g ePear = ‘ P P, | g - e e (D.11.3)
The equation in x'-space would then be
1a (I}
1l " =1 o ' _ €b g b — o ' a’ a’
é:abga'b' = |g lgabﬁa'b' = ‘ gua'b g.a'b' —gab gab' - ga bga b’ (D.11.4)

because true tensor equations are "covariant" as discussed in Section 7.15. One can raise and lower
individual indices to get for example these valid tensor equations which are 3 members of the family of 4!
= 24 tensor equations obtained by raising and lowering indices :

a a
- ga b
EPp = g ePearp = ‘ b b =% &% — g% 2P (D.11.5)
ga gb'
a a
- ga b’
R i EE PSP NP (D.11.6)
- Zaa' Zab'
Eanfarn' = |2 Cavtarnt = | g 0| = Zaar Zob ~ Zab' Goa (D.11.7)

and of course in x'-space the equations are the same but everything is primed.

For the Levi-Civita € tensor, we then have this covariant version of (D.10.39) :

abc. . -1_abc.. abc...x;

&eee x‘Sa'b'c'..x' :|g| e*° x“3a'b'c'..x' :g( G a'b'c‘...x‘)

abc. . -1_abc.. bcd. . .x;

&eoe xé:ab'c'..x' :|g| g*>° xSab'c'..x' = g( ° * b'c'd'...x')
bed. . -1_abcd.. d...x;

S x‘sabc'd..x' :|g| e*° x"38.bc'd..x' = 2! g(c * c'd'...x‘)
bcde. . -1_abcde.. de...x;

grece x((:abcd'e'..x' = |g| g*7e%e xSabcd'e'..x' = 31 g( e d'e'...x")

ecooe
bed. .. -1_abcd. .. ’ _

&eoe * Eabed. . .x' =|g| g*c * €abed. . .x' = (N-l)!g(x x') = (N‘l)!gxx

gde'”x £abcd...x :|g|-18ade.”x €abed. . .x =N! (DIIS)

where g(...) is the determinant of a matrix of g°g elements. Eq. (D.11.5) provides an example of the first
line of (D.11.8) for the N=2 dimensions. Each equation in (D.11.8) is a true tensor equation allowing
individual non-summed indices to be taken up and down on both sides. And of course the contraction tilts
can be individually reversed as well. If a// index positions are reversed, one gets a version of (D.11.8)
where all matrix entries have the form g.® instead of g%p, For example, the second last line would be,

gade”'xsade...x' — |g|_1gabcd___x8ade”'x' — (N_l)!g(x,x') — (N_l)!gxx' (D119)

As in (7.4.19) one always has go” = g% =08%= 8o’ =04, g but of course gup # 8, p -
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Since the above equations are true tensor equations, Section 7.15 says the equations are also valid in
x'-space where every object in the equation is primed.

Example 2: For N = 3 the second line of (D.11.8) reads,

b b
_ . gp' ¢
E% e =g e %mrer = 2% pier) = ’ oy gc:| =g g% - g% g% . (D.11.10)
Raising b' and ¢' gives
bb' Dbec'
gabc‘gab c :|g|_18abc8ab c' _ g(bc; b'c ) — b’ gcc' ‘ :gbb gcc _gcb gbc )
Shuffling indices, this can be written
AA' AB'
ERBERBT = g 1gABg A'BT — o(AB/ A'BY) ‘ oBP BB’ ‘ =M PR - PR g
=ERBER'B = g I BBgSAE - (D.11.11)

Added-sign-s and Ricci-Levi-Civita conventions:

Do the above two bullet items, then add an overall sign s to the right side, because

€abe.. =S g €2°% - in these conventions instead of €ape. . = g €27 " so that

€abe. .(Weinberg) = seapc. . (added-sign).

Example: The example above becomes (€a'b'— S €a'b')

g% 2%
2% 2%

EP8p = gt e = 8 =s(g% 2% — 2% %) . (D.11.12)

The second equation is undefined (when s=-1), because we don't know how to lower just one index on &,
hence on &, as discussed near (D.5.2). The third equation is

Zaa' EZab'

gba' gbb' :gaa' gbb' _gab' gba' . (D1113)

-1
Ean€arpr = |8 " €ab€a'br = ‘

The first and third equations are true tensor equations, except individual indices cannot be raised and
lowered. If one were doing some significant work involving covariance and s=-1, it would certainly seem
advisable to use the Weinberg convention since it is completely "covariant" for either sign of's.
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D.12 How determinants of rank-2 tensors transform

In this document we have encountered only a few determinants of tensors (like g;5) and tensor-like
objects (like R*; and S*;). Nevertheless, we would like to know how the determinant of a rank-2 tensor
transforms under x = F(x). To this end, we first rewrite the traditional determinant formula in a covariant
form. Once this is done, the conclusions come quickly.

Comment: The objects below like det(Mij) and det(M3 5) of course have no dependence on the "indices" i
and j other than on the up/down position of these indices. Elsewhere we write these objects as det(M”«)
and det(M««) where the "wildcards" just show the nature of the matrix elements (down-tilt or all-down).
Here, for technical reasons to be seen below, we maintain the notations det(Mij) and det(Mj5).

We start with this mechanical statement of the determinant of a matrix Mij

det(M*3) = eap. .x M*aM?p.. . MY (D.12.1)
where ¢ is the permutation tensor. This form is "mechanical" just in the sense that if you drew a picture of
the matrix M*; and mechanically evaluated det(M*;), you obtain the above result. We can now restate

this determinant, switching from the permutation tensor €apc. . .x to the index-all-up Levi-Civita tensor.
As stated below (D.4.1), we take £2°°* ** to be equal to the permutation tensor. We then have

det(M*5) = €22 -* M*,M?p,... MMy (D.12.2)
which certainly looks more "covariant" since all summed indices appear to be contracted. But with fixed
upper indices 1,2...N "hanging out", it is not quite clear what is going on here. Since a through x are all
contracted, and since weight(e) = - 1, one might be tempted to say det(M™5) is a scalar density of weight
-1, but that is incorrect.

To get a better view of things, it is useful to rewrite the above determinant as follows (proof follows)

det(M*3) = (I/N!) 8- X g2 * M, MPy . M%, . (D.12.3)

Again, both €'s shown here are in effect permutation tensors.

We shall now show that the right sides of the previous two equations are exactly the same. First write the
right hand side of (D.12.3) as

RHS (D.12.3) = (I/N!) 2B---¥ { &3P -*MA MBy . M%) . (D.12.4)
The bracketed quantity can be expanded as,
QAB X = g3 *ME, MBy ...Mxx} =M>2; MB, .. M%y +all signed permutations . (D.12.5)

meaning all signed permutations of the upper indices. Notice that
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Q12' N = {aab' 'lea Mzb ...MNx} = M11 M22 MY +all signed permutations . (D.12.6)
This is just a mechanical evaluation of det(Mij) and we conclude that
Q2N =det(M*5) . (D.12.7)
The tensor Q*®- * is totally antisymmetric as this example demonstrates,
QBA. X _ cabe. 'xMBaMAbMCc .”Mxx - [- ghac. x) 1\/11-\}31\/[13a1\/[cc ‘”Mxx
=-[ ¥ ¥ M*.MBMC, .. M¥* /] a>b
=_ Q" X, (D.12.8)
Then using theorem (D.3.1) we can write Q*®* ** in this form.
QB X _ K cRB-.X (D.12.9)
To evaluate K, use the standard ordering 123..N to find from the above and (D.12.7),
Q%N =K N =K = det(M*3). (D.12.10)
Then, since K = det(Mij) one finds that
Q™8 X =det(M*;) 8- X (D.12.11)
Therefore (D.12.4) can be written
RHS (D.12.3) = (I/NNg?®- X { &3P -*MEMBy M%)
_ (I/N!)SAB. ..X {QAB .X )
_ (I/N!)SAB. ..X {det(Mij) BB .x}
= det(M*3) (I/N!) Zap. x (*® %)% . (D.12.12)

The sum Xap. x (aAB s .x)z is a "sum of ones" and there is a one for each permutation of AB..X. All other
terms are zero. There are N! total permutations including the first, so

Zan. .x (2% %) =NI (D.12.13)
which agrees with the last equation of (D.10.37). Therefore,

RHS (D.12.3) = det(M*;) (I/N!) Zap. x (*% " %)® = det(M*;). (D.12.14)
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This concludes our too-lengthy proof that the right sides of (D.12.2) and (D.12.3) are identical.
Now we start with the proven result,

det(M*5) = (I/N!) 3P % AB---X M2 MPB, . M, . (D.12.3)

ABC

Eq (D.5.10) says that gapc. .. =g &~ so the above can be written

det(M*5) = (1/g) (I/N!) £3® * gap  x MRy MPp . M%,. (D.12.15)

Now, finally, we have a form in which all tensor indices are contracted with no loose ends. We can then
use theorem (D.2.3) about the additivity of weights. Recall from (D.4.9) and (D.6.7) that both € tensors
shown in (D.12.15) have weight -1, and that the object 1/g has weight +2 from (D.1.7). Adding, we find
that the object det(M*5) has weight 0.

We have therefore proven: (scalar = scalar density of weight 0)

Theorem: The determinant det(Mij) of a mixed rank-2 tensor Mij transforms as a scalar under the
transformation x = F(x). (D.12.16)

Comment: Since our Chapter 2 S matrix Sij is not a tensor, J = det(Sij) is not a scalar, and is fact not a
tensor of any kind since it bridges x-space and x'-space.

It is now straightforward to determine the transformation nature of the other three rank-2 tensor types, and
in fact to find simple relations between the four determinants. In all these cases, we use of the up-down
altering property of the g tensor of (7.4.11), the "up-tilt" or "down-tilt" version of matrix multiplication of
(7.8.11), the matrix rule det(AB) = det(A)det(B), facts (7.5.20) and (7.5.21), and the weight of g and 1/g
as determined in (D.1.6) and (D.1.7) :

det(M; ) = det(g:aM®3) = det(gs 5) det(M*3) = g det(M*;).
) -2 0

det(M;?) = det(M1ag™?) = det(My3)det(g?) = {gdet(M*5)}{g™"} =det(M*;)

0 2 0 42 0
det(M*3) = det(g**M,?) = det(g*?) det(M;9) = g™t det(Ms7) = g™* det(M*3) . (D.12.17)
+2 20 20

The weights are shown under each line of equations. The conclusions are these:

det(M;3) = det(Mij) // scalar densities of weight 0 ( = scalar)
detMij)= g det(Mij) // scalar density of weight -2 g = det(gs3)
det(M*3) = g™ det(M*5) // scalar density of weight +2  g™* = det(g*?) . (D.12.18)
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Here we have related each of the three partner determinants to the down-tilt determinant, and have shown
the weight of each type of determinant.

Example: We know that g; 5 is a rank-2 tensor from Section 5.7. Thus, we expect to find from (D.12.18)
that,

det(g;?) =det(g*;) = det(3:7) =det(8*5) or 1=1 ok, weight0
det(gi3) = g det(gs) = g =gdet(d*y) =g*l=¢ ok, weight -2
det(g*?) = gt det(gij) = g t= g'ldet(Sij) =g '*1=g" ok, weight2 . (D.12.19)

Equations (D.12.18) are valid only for rank-2 tensors. They are not valid for R and S.
Go back now to the first line of (D.12.18),

det(M;3) =det(M*5) =det((M"]5%)
where M is the "covariant transpose" of M as shown in (7.9.3). This shows that

det(M+") = det([M"]+")
or
det(Myt) = det(M ) . // ut = up-tilt

Since det(M) = det(M") is valid for any matrix regardless of index position (M” is the "matrix transpose"
of M), we find that

det(M ue) = det(MTge) = det(Mut) .

A similar argument beginning with

det(M*3) = det(M;?) = det((M']%;) =N det(Mgt) = det(M q¢)
shows that
det(M " g¢) = det(M 4¢) = det(Mat) . // dt = down-tilt

Since M™ = M for both-up or both-down index positions, we arrive at this interesting generalization of
the traditional determinant theorem det(M) = det(MT) :

Fact: det(M) = det(M") = det(MT) for all four possible index positions (D.12.20)

where T is the matrix transpose and 7 is the covariant transpose (7.9.3).
The scalar density weights of these determinants are given in (D.12.18) and do depend on the index
positions.
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Appendix E: Tensor Expansions: direct product, polyadic and operator notation
E.1 Direct Product Notation
This entire Section uses the general Picture A context where x-space need not be Cartesian,

Picture A m

x'-space SR X-space

g g

(E.1.1)
The Standard Notation of Chapter 7 is used throughout. Useful forms can be found in Section 7.18.

The key tool required for the expression of tensor expansions is the notion of a direct product (tensor
product, outer product) of n tensorial vectors defined in this simple way,

Il
>
[
ov}
o
Q
Q

(A®BXC ...)3¢ -~ =
(A®B®C ...)%,°

..... etc . (E.1.2)

11l
>
w
o}
o
Q
Q

The tensor AWB®C ... is nothing more than the outer product of vectors A,B,C as in (7.1.1) for
contravariant vectors, but later extended to any mixture of vector types. One can, however, construct
outer products from more complicated tensors, see Lucht Tensor Products. Suppose one has

A = vector F,G = rank-2 tensors M,N = rank-3 tensors . (E.1.3)
Then here is a small sampling of outer products of tensors that can be formed,

(F®A)abc — FabAC (F®A®G)abcde — FabAche (F®G)abcd — Fachd

(F®M®A)abcdef — FachdeAf (M®N)abcdef — Machdef . (E 1 4)

In any of these equations, any one or more of the indices can be lowered on both sides to provide a valid
equation since all objects in the list (E.1.3) are assumed to be true tensors. All the left-hand-side objects
above are tensors because the right sides show that they transform as tensors.

In what follows, only the (E.1.2) direct product of vectors shall be considered. One can define the dot
product of two direct-product-space vectors in this obvious manner,

(A®BXC ...) ¢ (A'®B'®C’ ...) =(A®BRC ...)**° "+ (A'®B'AC" ...)abc
= A®BPCC..... A'aByCle..... = AeA' BeB' CoC' ... (E.1.5)

where of course the indices abc can be "tilted" in any way desired according to (7.11.3).
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E.2 Tensor Expansions and Bases

Preamble: A seeming paradox and how it is resolved

Before attacking tensor expansions below, we wish to head off a possible confusion between a quantity
transforming as a scalar under some transformation x' = F(x) versus transforming as a component of a
tensor. The "paradox" is presented in a few simple examples.

Example 1: Consider the vector r = (x,y,z) and a transformation r' = F(r) = Rr which is a rotation.
Assume x-space is Cartesian so g = 1. Consider the dot product s = r e & . As noted in (5.10.2), this dot

product transforms as a scalar under F. In x'-space we still find that r' e &' =s. After all, the projection of

one vector onto another cannot change when the two vectors are rotated together.

On the other hand, direct calculation shows that r e & = x, and x is a component of the vector r =
(X,¥,z). So how can one say that quantity r e & is a scalar when r e & = x which is a component of a
vector? This #ype of question arises frequently in the study of tensor analysis: there seems to be a paradox
that needs resolving.

The physicist considers several different "thought experiments".

In Experiment 1, two measurements are made. The first is made in Frame S and one finds that s = x.
The second measurement is made of rotated vector r' = Rr in rotated Frame S' and there one finds that s =
x'. The two measurements give the same number, so in Experiment 1 one finds that x' = x and the quantity

so measured is a scalar. In this experiment x = re X andx'= r' e X".
In Experiment 2, everything is done in Frame S. One draws a vector r and measures x. One then
rotates this vector within Frame S to get a new vector r' = Rr where r' = (x',y',z') . One then measures x'

. . A A A .
and finds x' # x. In this experiment, X = r e X and x'=r' ¢ X where X has no prime.

In Experiment 3 one observes unrotated r from rotated Frame S'so x = r & and x' = r ¢ &' and this
again results in X' # X
Thus, in these three experiments, x has the same definition, but x' has three different definitions. That

is why one can have x' = x in Experiment 1 and x' # x in Experiments 2 and 3. The concept of r ® & as a

scalar applies to Experiment 1 wheres= re £ =x= r' e &' =x".

Example 2. Consider the vector expansion (7.13.10) which says V =X, V" e, with V" = V e ¢" . Here
we have the same paradoxical situation: we know that s = V e ¢” must be a scalar with respect to F, yet it
is equal to the component of a contravariant vector V™ under F. If we write V = £,V e, then in Frame S
we find that V e ¢® = I’® which is like r ® & = x of the previous Example. In Frame S' we find instead that
V' e e™ = Vie™); = V" = V™ which is like r' e &' = x' in Example 1. In Experiment 1 outlined

above, it is not a paradox to have s = ¢" ¢ V = J® = V"™ be a scalar.

Example 3. Below we expand a rank-3 tensor A = X4k oIk (b;®b;®by) and we find that

o*3% = A o (b*®bI®b*) where o is a the dot product (E.1.5). We know that this quantity o*3*, analogous
to s in the two Examples above, must be a scalar under x' = F(x). Yet when we take b, = e, we find in
(E.2.8) that a*3* = A"™3%* 50 our scalar o*?* is equal to the component of a rank-3 tensor in x'-space.

Once again, in Experiment 1 this is not a contradiction. It just happens that in x'-space the scalar o*3*
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appears as the value of a tensor component A"™3¥ in x'-space, just the way s in Example 1 appears as the
value x' of vector r' in Frame S'.

Tensor Expansions

In what follows, we use the example of a rank-3 tensor and the reader can easily see how this applies to a
rank-n tensor.

Let b; be an arbitrary complete set of basis vectors in x-space. As shown in the notes following (6.2.8)
there exists a unique set of dual ("reciprocal") basis vectors b* (also in x-space) such that b*e b; = Sij,
where we now use the Standard Notation by, equations of (7.18.6). Consider then the following expansion

of rank-3 tensor A with contravariant components A®°¢,
A =35 a* ¥ (b;®bs®by)  where (b;®b;®by ...)**° = (bs)* (b3)° (by)® (E.1.2)
AP = 35 017* (b;®b3®by ...) P = Tk a*FF (b5) (by)P (by)® . (E2.1)

As we did in Example 3 (2.9.5) for e,, we declare the b, vectors to be "contravariant by definition" by
writing the rule (b'n)* = Rij(bn)j. So then the vectors by are true rank-1 tensors under x' = F(x).
According to Section 7.1, the outer product (b;)® (bj)b (by)€ is a true rank-3 contravariant tensor under
F. Then (E.2.1) says that A% is a linear combination of these tensors, which we know is a tensor
because the sum of two tensors of some type is a tensor of the same type.

The expansion coefficients o*3* can be obtained by dotting both sides of (E.2.1) with (b*' ®b7 '®@b*")
and using (E.1.5),

(b* @b '®b*") e (b;®b;®bx) =b* eb; bI e b;b* e by =5";57 555"y . (E.2.2)
The result is then
Ao (b*'®bI ®b*') = {Z;5xa* T (bi®b3®by)} ® (b* ' ®bI ' ®b*') = T; 5, aI* 511387 505 =at I
or unpriming indices,

o*I* = A ¢ (b*®bI®DH") .

But since both A and (b*®bI®b¥) are elements of the triple direct-product space spanned by the vectors
(b*®bI®b*), we use the dot product of (E.1.5) to claim that

A ¢ (b*®bI®b*) = A% (b*®bI®b®)ape = AP (bY)a (bT)p (b5 .
The coefficients a*7* may then be written in all these ways :

o = A o (b*®IOD®) = A% (b*ObIOb*)ape =A™ (bH)a (b7)s (b¥)e (E.2.3)
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where A®P° are the contravariant components of tensor A in x-space, and (b*), are the covariant
components of vector b* in x-space. As noted in Example 3 of the previous subsection, the object o3

transforms as a scalar, since it is the dot product of two direct-product-space vectors. This fact is
especially obvious from the last expression in (E.2.3) where all tensor indices are contracted so the result

must be a scalar according to the neutralization rule (7.12.1). So a*3* is a set of 33 =27 scalars.

Two special cases attract our attention.

The (u;)® are axis-aligned basis vectors in x-space, as shown in (7.13.9) or (7.18.3). For these basis
vectors, one has (u;)® =8:%and (u)a =&, . If one considers expansion (E.2.1) with by = up, then

A =25k o (u; QuyQuy)

where (Ui ®u3®uy ...)3%° = (u3)® (u3)® (ux)® = 58:° 55° 5x° (E.2.4)
and the coefficients are found to be

otI* = A o (ur®uIRUF) = ATPC 5, 57, 55, = AtIK, (E.2.5)

so the scalar coefficients a*7* are exactly the x-space contravariant components of the tensor A. If this

seems paradoxical, see Example 1 above where we found that scalar s = r e £ = x. Thus,
A=T%;5% AY* (0;0u;@uy) . (E.2.6)

On the other hand, if e; are the tangent base vectors in x-space (see Chapters 3), the dual vectors are the
e* and from (7.13.1), (es)*=S%; =R;® and (e*)a =Sa.* =R, . If one considers the expansion

A =Z; 5k 0 7* (e;Qe;5®ey)
where (ei®e;®ey ...)2°% = (e1)* (e5)° (ex)® = Ri* Rj® Ry® (E.2.7)
then the coefficients are found to be
otIF = A o (e*®eI®eX) = AT° (e*),(eF)p(eF)e = AP RY, RIy RE,
=R*, RI, R¥, A%PC = A3k (E.2.8)

and thus the scalar coefficients a*3* in this case are exactly the x'-space contravariant components of
tensor A, as shown for M in (7.10.9). Thus,

A=Z;50 A (e:®e5®ey) . (E.2.9)

Expansions like the above are the generalizations (to tensors of any rank) of these vector expansions
stated in (7.13.12),
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A= Ziai b; at=bleA // arbitrary basis
A=A uy // axis aligned unit vectors
A=3;A"¢; // tangent base vectors (E.2.10)

where we continue to write rank-1 tensors (vectors) in bold font: A.

To summarize, here is the general rank-n tensor expansion for an arbitrary basis, and then for the two
specific bases just discussed:

A=%i5. .. a7 (b;®b;®by...) @t = AT (b, () (b5

A=%i5x. .. Ak (u; Ou3Quy...) AYI¥- - = contravariant components of A in x-space

A=Z%;i5x. .. ALK - (e1®e;®e...) A'Y3X- -+ = contravariant components of A in x'-space
Tilting labels (E.2.11)

In the above discussion, suppose we make the swap b; — b* . We quickly trace the steps:
A=Z;5k 0.7 (b*®b3®by)  where (b*®b;®by ...)a"% = (b)a (b3)° (bx)® (E.2.1)

A2 = ik 037% (b*®b3®by ...)a>° = Zisk a:7F (bY)a (by)® (b)® = outer product sum  (E.2.1)

0335 = A o (b;®bI®b*) = AP (b;®bI®D*¥)Ppc = AL (b3)? (bF)p (b¥)e = scalar (E.2.3)
A=Z%i5k 033 (ui®Uj®Uk) // first special case (E.2.4)
037 = Ao (0;@uIRU") = AP (u3)* (W) (WF)%e = AL 8;° 8% 85 = A" (E.2.5)
A=2%;i4k (xijk (ei®ej®ek) // second special case (E.2.7)
0:7% = A o (e;®eI®eX) = A (e3)%(eF)p(e")e = A R;* RI, RF. = A * (E.2.8)

Here a33% = A.”° (b:)® (b)) (b¥)e = A®C (b1)a (b?)p (b¥)c is a different set of scalars compared with
the original o*3* = A®*® (b*). (b?)p (b¥)c because in general b; # b*. The sequence above shows that
everything goes through as before, and so we may expand tensor A in either of these two ways,
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A =Z;5x o' (b;®b;®by)
A=Z;5k ;7 (b*®b;®by) . (E.2.12)

The second expansion is really a mixed-basis expansion as discussed in Section E.10 below. The main
point of this exercise is to show that one may "reverse the tilt" of the i summation index and still have a
viable tensor expansion. This is not an example of the "contraction tilt-reversal rule" (7.11.1) because the
object a*3¥ is not a rank-3 tensor, it is a set of scalars. Moreover, index 1 is not a tensor index, it is a label
on the basis vector b;. Nevertheless, in this case tilt-reversal is allowed and in fact just serves to define a
new set of coefficients aijk

It turns out that the indices on a*3* can be lowered by the matrix W'nm = by ® by which appears in
(7.18.6). To show this, consider

otI® = A% (b), (bI)p (b5 = AP (bY) (bI)p (b¥)e  //(E.2.3) then tensor tilt rule
SO
Wit I® = AP [Wsib P (b (b5)e = APC [bs]? (bF)p (b¥)e // by =w'ri b* in (7.18.6)

= 0g7*  //as shown in (E.2.3) above (E.2.13)

which shows that w's+ lowers an index on o*3%. Despite this ability of w'sx and "™ to lower and raise
indices on the object family a*7¥, each element of this family (such as a;7¥) is a scalar. When by, = ep, we
find that g' then raises and lowers indices on o3* but this does not make a*3* a rank-3 tensor, because
o*3* transforms as a scalar under x' = F(x). We apologize for constantly hammering on this point, but it
can be a source of confusion.

Obviously one can tilt any or all of the indices in expansion (E.2.1). In particular, tilting all indices

gives this alternate version of (E.2.11)

A=Zi5%. .. Oijk" " (b*®bI®b*..) Oijk.. =Aabe... (bs)? (bj)b (bx)“...

A=%i5x... Aigx " (ui®uj®uk...) Ajsx. .. =covariant components of A in X-space

A=Z%i5x. .. Alisx (ei®ej®ek...) A'i5x. .. = covariant components of A in X'-space
Orthonormal basis (E.2.14)

If the basis vectors b; happen to be orthonormal, as defined by b;se by = 35 5 then bt = b; because the
dual basis is unique. In this case w's5 = bj® by = 815 so the coefficient otI¥ is unchanged if any or all
indices are lowered, see (E.2.13).

An example of orthonormal basis vectors arises if by = €; = es/|e;] = es/h's and €, ® €n = Sp,m . In

this case we find from (7.18.1) that

gom=€n®en= €0 enh'ph'y = 8n m h'gh'n = h'n28, (E.2.15)
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so x'-space has the diagonal metric tensor g'nm = h'n26n,m . A specific example arises with polar

coordinates as shown in Fig (3.4.3) where €; = 8 and €= 1.
A
(

Since the dual basis is unique, one has b; = b* = €* = &; T. In this case (E.2.1) and (E.2.3) state,

A=%;5x 03" (8;08;08) o*¥¥*(any up/down) = A= (&%), (89)p (8%)c . (E.2.16)
On the other hand, one can expand A as in (E.2.9), using e; = h's €; ,

A=Z;50 AP (e:®e5®ex) = Tisk [AMTFh'; h'y hiy ](€:08;Q8y) . (E.2.17)
Comparison of the last two equations shows that

o*¥*(any up/down) = A% (&%), (€9)p (€%)e = A™¥* h's W'y h'x  // no implied sums (E.2.18)
Expansions on the unit versions of the tangent base vectors €; are discussed more in Section E.8 below.

s it really true that b; = bt = &= €3 where the latter two vectors are defined as unit vectors? This

will serve as a little check on our notation. Since g'sp = h'a28a,b we know that g'ab = h'a'28a,b. Then
g'nn=h'n? and g™ = h',;"? . From (7.18.1) one has

lenl =+/g'an = h'a "=g™e; =g™en =hn Cen
€% =~[g™ =(1/h%) en —h'” "
SO
¢n=en/len| =ea 'y =[] Wy = € bl = €™/ [e" =& = &= " (E.2.19)

Thus one is free to move the €, label up or down at will.

Tensor density expansions

If A is a tensor density of weight W, the general rule is to make this replacement:

ATk jWAddk... (E.2.20)
As justification for this rule, start with a regular tensor transformation for A,

AR —RE RIS RN AR (E.2.21)
The rule then gives

JRARIE = RE LRI RE L ATTTTE (E.2.22)

or
AR = W RY LRI RE L AR (E.2.23)
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which is the correct form for the transformation of a tensor density of weight W as in the example (D.1.4).

Using this rule, the expansion (E.2.9) of tensor density A would be written,

A=J¥ ik, .. Atk (e1®e;®e...) A3 = contravariant components of A in x'-space
(E.2.24)
a result that is verified in (D.2.11). Taking components,
= J¥ S5k APTR - RiFRP RS // see (7.18.1)
= J¥" R;®RP Ry .APIE (E.2.25)

which is just the inverse of (E.2.23). Applied to a vector A of weight W, the expansion (E.2.24) becomes

A% =J"Ate; . (E.2.26)

E.3 Polyadic Notation
Some fields of study historically use "polyadic notation" as follows

(ABC...) = A®B®C ... (E.3.1)
where the direct product notation was discussed above in Section E.1. It is sometimes a bit disturbing to
modern readers to see bolded vectors stacked directly against each other, but the direct product makes the
meaning clear. For arbitrary basis vectors, one would then have, for example,

(blbjbk) = bi®bj®bk e (E.3.2)
Sometimes this basis vector notation is compressed even more, to wit,

ijk.. = (blbjbk) = bi®bj®bk e (E.3.3)

although this notation seems to be mostly used when the b; are the unit vectors uj.
In all these notations, one must be aware that the symbols generally do not "commute". For example

ij = (bibs) =bi®b; = (i)™= (bib3)™ = (bi®b3)™" = (bs)” (b3)" (E.3.4)
(G1)™= (b3bs)™ = (b3®b3)™ = (b5)" (b)™ #(ij)™

and therefore one cannot in general writeij =j i.
The general expansion (E.2.1) now appears as
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A=%i5k. .. a3k (b;i®b;3®by . . )
= Zigk... 0% (bibsby. )
= Zigk... (k) (E.3.5)

where

oIk = A o (b*®bI®DX...)
= A o (b*bIp*..)
=Ae (i%j9Kk%..)
=A% (bh), (b (b5)c... (E.3.6)

where we have just made up a notation i to stand for the dual vector b*.
One can find further discussion of polyadic notation for example in Backus.

E.4 Dyadic Products

When two vectors A and B are combined in polyadic notation, the result is called a dyadic product (AB)
[ also known as a dyad or just a dyadic ]

(AB)*3 = AB? //=(A®B)*3 = component of the matrix AQB = AB . (E4.1)
In this notation, the expansion (E.3.5) for a rank-2 tensor becomes

A =335 03 (biby) o3 = A%P(bY), (b)) = A% (b*b)as . (E.4.2)
Notice from (7.1.1) that the dyadic product (AB) is a rank-2 tensor if we assume that the underlying A*
and B* are the x-space contravariant components of tensorial vectors A and B (which we normally
assume). As a reminder, x-space need not be Cartesian. In Section E.7 it will be shown that the matrix
(AB)*7 can be associated with an operator (AB) in the u, basis so (AB)*? = <u® |(AB)| u” >, but this
interpretation is not necessary for what follows.
If vector A is replaced by the gradient operator V, one gets

(VB)*3 =V*BI=9'B7 | // dyadic notation (E.4.3)
but it is more common to define the operator (VB) using a reverse dyadic notation

(VB)*3 =VvIB* =5IB* =B /ox? // reverse dyadic notation (E4.4)

since the index order i,j on the far right matches the order on the left.
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E.S5 Matrix notation for dyadics (Cartesian Space)
In Cartesian space g = 1 so for any vector a, we have a* = a;.
If we think of b as a column vector with components b, then the corresponding row vector b* contains
those same elements by, so we set (bT)j = b7. Therefore one can express the dyadic product in this more
down-to-earth manner,

(ab)ij = aibj = aj (bT)j = (abT)ij (E.S.l)
or

ab =ab” . (E.5.2)
Here one knows that ab is a "dyadic" because there is no other meaning for two bolded column vectors

abutting each other with no intervening operator, so no special notation like [ab] is needed to indicate that
ab is a dyadic. The object ab” on the other hand has a well-defined meaning in matrix algebra,

T a1 aibi aibs ) )
ab™ = as (b1 bz) = agby agby ) 2 matrix // same as matrix ab = a®b (E.5.3)

and one sees that in fact
(ab);j = (ab%)ij=asb"5 =asbs . (E.5.4)

Meanwhile, the object a™b is just a number,

b
aTb = (a1 az) (bz) =aiby +azb, =aeb . // g= 1 . (E55)
This transpose notation can then be applied to the dyadic expansion of a 2x2 matrix A,
A= Zij (Xj_j bibj = Eij Otij bibjT =011 bl blT + 12 bl sz ee . (E56)
In the special case that the b; are the unit vectors u;, and assuming N = 2 dimensions, one has

A =Som Ann UnUn = Znm Ann UnUn® = Az ugm”™ + Az ug up® + Az uz us” + Agp up up”
= a matrix with Aj2 in the upper right corner (E.5.7)

where uy, is a column unit vector and uy" is the corresponding row unit vector. For example,

u1u2T=((1))(01)=(8 (1)) . (E.5.8)

Obviously this matrix visualization is valid for any dimension N, not just N=2. For rank n > 2, however,
this transpose-of-vector concept does not conveniently generalize. For n=3 the object uupu. would be a
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cube of zeros with a single 1 located at coordinates a,b,c, and so on for n > 3. One cannot write this as
Uaupuc” for example.

In associating of M = ab” with a rank-2 tensor, we must limit our interest to Cartesian space where g = 1.
That is because ab” is the single matrix shown above in (E.5.5). If g # 1, then there are four different
matrices M*3, Mij, M;3 and M; 5 and the notation M = ab” cannot support this fact. When g = 1 all four
matrices are the same matrix, and the x-space dot product is as shown in (E.5.5). g' # 1 is still allowed.

Ambiguity of ab:

There is a certain ambiguity in (E.5.2) that ab = ab”. Writing A = ab = ab”, we imply that "ab" is the
name of a matrix, an alternate to the name A. This matrix A = ab has matrix elements A5 = (ab);j =
aibj. On the other hand, in (E.3.1) we might say that B = ab = a®b which is a vector in a tensor product
space. So this version of the object ab is not a matrix, it is a tensor product space vector. So A and B are
different types of objects both indicated by the notation ab. However, the tensor components of the rank-2
tensor B are the same as the matrix elements of the matrix A. That is because (B);5 = [a®b]i5 = aiby ,
being an outer product of two vectors. In Dirac notation described below in (E.7.4) we would write the
objects A and B in this manner which stresses the distinction,

A =|a><b| = the name of a matrix ab” (or the corresponding operator in the Dirac Hilbert space)

B = |a> ® |b> = a vector in a tensor product space. (E.5.9)
The matrix elements and tensor components (in the u; basis) would be

Aiy=<ui| A|uy>= <ui|a><b| us> =azb;

Bij = [<ui| ® <uy|] [|a>® [b>] = <uzla><ujb> =ajby . (E.5.10)

E.6 Large and small dots used with dyadics (Cartesian Space)

Sometimes a small-size dot * is used to indicate the action of a dyadic (matrix) on a vector. If A is a
dyadic (same symbol for matrix), and if ¢ and d are vectors, then one defines:

Aec = Ac =acolumnvector = (A*c); =(Ac)i=Ai5c5 = Aecc=Xi5A55C Uz
c*A = ¢'A =arow vector = (c*A); = (cTA)i =c3A351 = c¢*A=X;5c5A5: Uz

d*A+c =d"Ac=anumber = Xj3diA;s4cy. (E.6.1)

It then follows that, for the particular dyadic A = ab ,

(ab)*c = (ab)ec =(ab®)c =a(b"c) =a(bec) = (bec)a =acolumn vector
¢+ (ab) = ¢ (ab) =c%(ab”) =(c"a)b" = (c e a) b" =arow vector
de(ab)+c =d" (ab)c =d"ab" ¢ =(dTa)(b" ¢)=(d e a)(b e ¢) =anumber . (E.6.2)
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Here is more detail on the first line of the above group showing a skeletal matrix structure,

(ab) ¢ = (abF)e = ab’c = a(b%c) = a(bec)

G- (nnan (-2 ) (2 omea -2

The same small dot is used to indicate the product of two dyadics, which is to say, matrix multiplication

(E.6.3)

A*B = AB. (E.6.4)

Regarding this small size dot * : (1) from a matrix algebra point of view, it is completely superfluous
except in the case ¢ * A = ¢"A ; (2) it is completely different from the dot ¢ used in b'¢ = bec. The
next Section provides an explanation of the small dot as part of an operator interpretation for dyadics.

E.7 Operators and Matrices for Rank-2 tensors: the bra-ket notation (Cartesian Space)

We continue with the assumption that x-space is Cartesian, g = 1. The discussion below applies only to
rank-2 tensors. One of our goals is to make contact with the dyadic discussion of Morse and Feshbach,
one of the few places dyadic notation appears in a general mathematical physics book.

Operator concept. As discussed in Section 5.10, x-space and x'-space of Picture A are both N-dimensional
real Hilbert Spaces, with a scalar product indicated by the large dot e, and one can regard V as a vector in
either space. The first line of (E.2.10) with A replaced by V states this expansion,

V=30 b; ot =b*eV // arbitrary basis (E.2.10)
which we now rewrite, renaming the coefficients,

V=3;[V® b, VP =pleV (E.7.1)
Moreover, one can regard a rank-2 tensor A as an "operator" in this Hilbert space, using notation (E.5.6),

A =3Xi5 [A® ] bibsT . (E.7.2)

In (E.2.10) and (E.5.6) the coefficients in these two expansions were called a* and a*3, so here we are
providing more descriptive names for these coefficients.

Application of (b™)T on the left of (E.7.2) and b™ on the right, and then a double use of (b™)"b; =b" e b;
=0n,i (see 7.18.6) gives,

[APm= pM)T A D™ . (E.7.3)
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Here, one regards A as an operator in the x Hilbert space, whereas [A (b)]m“ is a "matrix" which is
associated with the operator A in the particular b® basis. If b™ = u®, then [A ™™ = A™ which is a
particular matrix for this particular u” basis. More generally,

[A®TT™ = @) AD™ =[(0")"]: AT [b™]; = [b]s AT [b";
which is in general a completely different matrix formed by linearly combining elements A*.

Bra-ket Notation. For the author of this document, the bra-ket notation commonly used in quantum
mechanics (Paul Dirac 1939) provides a useful way to look at a rank-2 tensor A as an operator. It is true
that in quantum mechanics one usually deals with infinite-dimensional Hilbert spaces and complex
numbers, but the formalism applies just as well to real Hilbert spaces with finite dimensions (used for
example to study "spin"). Here is how the bra-ket notation works:

bi — |bi> // vector

b;” — <bji] // transpose vector

b* — [b*> // vector

(bH)T — <b*| // transpose vector

ab® (E.5.3) — |a><b| // a matrix (outer product)

a’h =aeb (E.5.5) — <a|b> // a number (inner product)
aeb=Dbea (7.4.14) — <a|b>=<b|a> foranyab //real Hilbert Space
V=3 [V® )by (E7.1) — V> =%; [VP |bs> // vector expansion ...
VP =plev (E.7.1) — [v®E= <bi|V> // and coefficients

b* e by = Sij =0i,5 (7.18.3) - <bi|bj> =0i,5 // orthogonality

= <bj|b*> = <bs[bI> = <bsb*>
b bt =1 (7.186)1 — ¥; [b*><b;| =1 =3; [bi><b?| // completeness
A =35 [A® T bibs" (E72) — A= %5 [A® 71" | b;><bs|  // tensor expansion ...
[AP = pH)T A b? — [AP T =<p*|A|bI > // and coefficients
bie (AbI)=bI e (ATb}) (7.9.17) — <b|A|b3> = <bI| AT | b® > // covariant transpose
(E.7.4)

T What appears in (7.18.6) for completeness is (b®)i(bg)? = 8;7, but since g = 1 we can write this with
indices down as (b“)i(bn)j = 03,5 which in matrix notation says X bt bt =1.
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In this bra-ket notation, the N |b;> are a set of basis vectors which span an N-dimensional real Hilbert
Space, while <b;| span the so-called adjoint (or transpose in our case) Hilbert Space. One then refers to
[A () 1*3 = <b* | A | b3 > as "the matrix element of the operator A in the b; basis ", since the expansion
(E.7.2) was A = X35 [A (b)]ij bibj = Xij [A‘b)]ij b;®b; which is an expansion in the b basis. In
general, |b;> and |b*> are different vectors because b; and b* are different. For example e® = g™ ey, and
our restriction to g = 1 certainly allows g'# 1. [ Do not confuse with (b;)® = (b;)a being the same; here a
is a tensor index raised and lowered by g = 1, whereas i is a basis vector label and these are raised and
lowered by w' as shown in (7.18.6).]

In this notation, based on what was presented earlier, one can write,

A™=<u" | A |u™> = the x-space components of tensor A (basis uy) raise/lower with g

A" =<e" | A | e™> = the x'-space components of tensor A (basis ep) raise/lower with g'

[A® ™ =<p™| A|b™> = the matrix of A in the by, basis raise/lower with w
(E.7.5)

In the first of these three lines, one can raise and lower indices with g®® and gap on both sides of the
equation, but we are taking g = 1 so up and down here do not matter. On the second line this can be done
with g®® and g'ap. Eq (7.18.6) shows that b® = w™ by, and conversely by, = W'nnb™ where W'ng is the
metric tensor g'nm one would get for some underlying transformation Fy, which causes by, to be its tangent
base vectors eqn. So, on the third line above we can raise and lower indices on each side with w2® and wap
where W'nm = by, @ by as in (7.18.6).

Notice in the three equations of (E.7.5) that the operator A between the vertical bars is the exact same
operator in each case. The matrices are different not because the operator has changed, but because the
basis vectors are different.

In a more consistent notation one might write A™ =[A ™™ and A™ =[A(®) ™

Bases are related by a transformation. Consider again,

[APIP™ = <p® | A[b™> = (b™)T Ab™ =[b"]; A¥I [b™]; = <bus><u|AjuI><usb™ . (E.7.6)
We lower index m on both sides (using w'ap as noted above) and reverse the j tilt to get

AP =<b™|A|bn> = (T Aby = [b]; A®j [ba]’ = <b"us><u|Aluy><uIbz>. (E.7.7)
One could then define the following tensor-like object,

B™ =[b"]; . (E.7.8)
The first index on B is raised and lowered by w', while the second is raised and lowered by g, so this

object is a bit like R and S in its non-tensor nature. Lowering n and raising i then gives
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Bo'=[ba]* =B, (E.7.9)
where we use the covariant transpose of a tilted matrix described in (7.9.3). One then has
[A® P, =B AN BN, (E.7.10)

Since all the matrices are tilted the same way and summed indices are contractions, this is one of the
"legal" Standard Notation matrix multiplication forms like (7.8.6) and we then write,

A® =BABT or more precisely [A® =BAB' Jsx,at (E.7.11)

where SN,dt means Standard Notation, down-tilt, as described below (7.8.6). The matrix equation AP =
BAB! shows that the [A ®) ", are related to the Aij by a "congruence transformation" with a matrix Bp*
= [bn]i whose rows are the basis vectors b,. When by, = uy, , matrix B is the identity matrix, and when by,
= en one has Bni = [en]i = Rni, so that B = R in this case. In Standard Notation the general R matrix is
"covariant real orthogonal", [RRT = 1]sn,at and [RT = R'l]su,dt (see (7.9.3) and following text) so in
fact one has for the by, = ey, basis,

A® =BAB'" =RAR" =RAR™? =RAS. (E.7.12)
Specifically in this case,

[A® ] =R%A%ST, =R™RIAY; =A™y . (E.7.13)
which is the expected result looking at the second line of (7.5.8).

Comment: Recall that in Developmental Notation one has RRT = 1 and RT = R™* only when R is a
rotation, whereas in Standard Notation one has RRT =1 and R' = R™? for any R matrix, see (7.9.3). We
used this fact above to show that a basis change from basis up to b, on operator A can be thought of as a
congruence transformation by a matrix B whose rows are the vectors b,. This is a standard concept in
linear algebra where one operates in Cartesian x-space.

More on bra-ket notation and its relation to the small dyadic dot.

Consider the following facts, where AT is the covariant transpose as in (7.9.3) and (7.9.17),

<d|Alc> = dTAc=d"[Ac] = <d|Ac>
<d|Alc> = d"Ac=[d"Alc = [ATd] ¢ =<A"d|c> (E.7.14)
where

|(Ac) > = a new Hilbert space vector which results when operator A is applied to |[c> = A|c>

<(ATd) | = anew transpose Hilbert space vector which results when A is applied to <d| = <d|A .
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(E.7.15)
Detail: In covariant notation [dTA] = [AT d]" because [dTA]* = ([AT d]™)*. To verify this,
[dTA]* = (dT)’A4* =dIA;* = A4 d
(AT d%) = [ATd) = (AT)ijdj — Ayid?
So one has this general idea that
<d|Alc>= <d|Ac> = <A'd|c>
Alc> =|(Ac)>, <d|A =<ATd)| . (E.7.106)

In this last line, the isolated A's are the same operator A sitting in the Hilbert space. This operator can
"act" either to the right or to the left as shown. The object |(Ac)> = |e> is some different vector in the
Hilbert space (different from |c>), call it [e>, and the grouping (Ac) labels this vector. Similarly, <(ATd) |
is some vector <f] in the transpose Hilbert space. The distinction between A as an abstract operator in the
Hilbert space, and the A in (Ac) and (A'd) = (dTA)T as vectors in the Hilbert space is a subtle one. It is
just this distinction that is implied by the small dot in the dyadic notation discussed in the previous
section, and here is the correspondence between the dyadic notation and the bra-ket notation:

Aec = Ac d-A= (ATa)" = d%A deAec = dTAc A+*Be
Alc> =]Ac>  <d|A =<(ATd)| <d|A|c> =<d|Ac> AB|c> .
(E.7.17)

In the rightmost column operator B is applied first to |c> to get vector |(Bc)>, and then operator A is
applied to |(Bc)> to give yet another vector | (ABc)>. In bra-ket notation the product of two abstract
operators is given just as AB, but in dyadic notation it is written A * B.

Dyadics as operators. According to the above discussion, one can regard a dyadic (AB), being a rank-2
tensor, as an operator and not as a matrix. The matrix T™" = (AB)™™ = A"B™ is specific to the uy, basis in

X-space,
T = (AB)™ = <u® |(AB)|u"> =(u™)T A BT u™
=[(u")"]a A* (B")° [u"]p =" A® B® 8" = A"B". (E.7.18)
In the generic by, basis one has
[(AB)®' ™ = <b™ |(AB)| b™>. (E.7.19)
It is to emphasize this operator view of a dyadic that Morse and Feshbach use fancy letters like U to

represent dyadics. Then their small-dot notation U < B emphasizes the idea of an operator acting on a
vector, equivalent to U| B>. Here are a few samples from their Section 1.6 on dyadics. Under each clip we
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have tried to relate the stated equation(s) to our notation above. Like us, Morse and Feshbach are working
in a Cartesian x-space, so up and down indices are the same for x-space objects. Note that u” = u, when g

= 1. The M&F symbols U and a, are our A and uy, :

9-B = E%Am,ﬂﬂ; B-U = EB,,,AMaﬂ (1.6.5)

T p 55
A*b = Zp, Uy Amn bp beA = Xnn bn Apn Un (E.6.1)
or Ab> = Zpn |Up><UplAlup><up|b> <blA = Zpn<b|up><um|A|up><uy) (E.7.20)

A = adna; + aidpas + aidias + asdna, + aAga, + a248;
+ azAna; + azdsas + azdga;  (1.6.6) 055

A = SomUpApnun  (E.5.7) (E.7.21)
ry-A=%-0301 =9
ATeA = A« AT = 1 /A defined if matrix [A ™ Jun = Amn is invertible (E.7.22)

There is, of course, a zero dyadic © and a unity dyadic I called the
idemfactor:
OF=0; 3-F=F; § =aa + axa, + azas

where F is any vector. p57
0+f=0 lef=f; =24 upug” (E.7.4) with by = ug
or
O|f>=10>; 1|f>=|f; 1= I |u><uy| (E.7.4) (E.7.23)

A = Ai + Bij + Biik + B.ji + A,jj + Bk + Bki + B.kj + A.kk

p 59
Us = Znm [Uslom Unum = [Usliaugug + [Usliguguz +... = [Uglinii + [Usli2ij +..
Ax B, By
wherei=uy, j=uz,k=u3 and where [Us]i5=| Bz Ay Bx | =a symmetric matrix (E.7.24)
By Bx A,

Notice the impressive name "idemfactor" for the identity operator 1 =X; | a;><a;| =X; a;a;” =X;a;a;
where X;a;a; uses the dyadic notation (E.5.2) .

Comment: A favorite bra-ket notation trick is to obtain useful results by inserting 1 = Z, | up><up | in
opportune places, as in (E.7.20) above :
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Ab>=1A1 [b>=[Zn | Un><Un|]A [Zn | un><un|] [b> =ZnZn | Un><up |A]| up><up [b>
=%02m | U™ Amn bn = Znm Amn bn [Un> (E.7.25)

The vector A |b> = |Ab> has thus been expanded on the basis | uy>.

E.8 Expansions of tensors on unit tangent base vectors: M and N

We start with the general Picture A (and later specialize to orthogonal coordinates),

Picture A m

SR

x'-space ' X-space
g g
(E.8.1)
In (E.2.9) it was established that one can expand a tensor A on the tangent base vectors ey as
A=%i5x. . A 13k (e1®e;Qe...) A'*3%- -+ = contravariant components of A in x'-space
Al =R ijj R, AR // tensor transformation rule (E.8.2)

A=Tij. . {Wih5h'k. ATPTR ) (80808
= Tige.. [AQTE - (8:,08;08..), (E.8.3)
where the unit-vector expansion coefficients are given by

[A(é)]ijk. e { hvihvjhvk ““““ A ijk.. } /= a ijk... see (ESS)

= (h's R*; )(h'3 RI5)(hy R¥gr) s ARTTTET (E.8.4)

Note that we have not at this point assumed that the {€;} unit vectors are orthonormal, so g' can be non-
diagonal.
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Coefficient notation

In a curvilinear coordinates application of these expansions, the expansion coefficients are usually written
in the following manner,

[A(é)]ijk... — @ik o AX'iX'3E'K oo (E.8.5)

where the x', are the names of the coordinates. For example, for a rank-4 tensor in spherical coordinates
with coordinates x'1 =r, x'2 =x'3 =0 and x'3 = @ one might write

[A(é)]zzls — (2313 = p®8Te (E.8.6)

The script notation is the same shorthand we used in (7.13.12) where V= V™ e, = V™ &, . Note that
there is a prime on VU™ and a prime on @' *7*- - above. The reason for this prime is that these quantities
are associated with the curvilinear coordinates (variables) which in Picture A and B are called x'* . For
example we have V"™ =h', V™ . In the Moon & Spencer Picture of (14.11) with u-space (metric tensor g)
on the left, the curvilinear coordinates are called u. Since they then have no prime, we would use
unprimed scripted variables. For example, V" = h, V" . This is the convention of Chapter 14, but in these
Appendices we are using Pictures A and B.

As shown below, one may interpret [A ®)]*3%--- = @?*3%--- a5 the contravariant components of tensor
A with respect to a certain transformation Fy, and in this sense the up and down index position is

significant. However, when we later assume the €; are orthonormal, that forces g'i5 to be diagonal and
forces the condition €; = €* as shown below (E.2.14). Then the up or down index position on
[A (€) 1*3*- - makes no difference in expansion (E.8.3). In the spherical coordinates example where the

€3 are orthonormal, we would normally write the above coefficient as Agere.

Matrices M and N

It is convenient now to define some modified R matrices as

M% = h'a R%, (E.8.7)
so that (E.8.4) becomes

[A® % =M M ME L AT (E.8.8)

As shown below, these matrices M are the R-matrices of a transformation called Fg that takes x-space to a

new x"-space in which the tangent base vectors are the unit vectors €, but we defer that interpretation to
first get some facts laid out.
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Defining N®, to be the inverse of M®y, one has (verified just below),

N3, = hy7'S% =hyp 'Rp? (E.8.9)
so the inversion of (E.8.8) is given by

AMFE N NI NS [AS R (E.8.10)
To verify that this N is the correct inverse of M, use (E.8.7) and (E.8.9) to show

M2 N = (W'a R%)(D'e'RE") = (la/ hle) R% Re" = (h'a/ h'e)d% = 8% (E.8.11)

making use of orthogonality rule #3 of (7.6.4), R*% Rc* = &3¢ . M and N can be written in terms of the e®
and e, vectors as follows,

M"; = W', R™; =h'p(e™): /1(7.13.1)

N =ha 'Rt =h'hY(en)t = (8n)*, //(7.13.1) (E.8.12)
which says that

N, ={&1, &, ...} . (E.8.13)
Thus the columns of Nin are the unit tangent base vectors.

Matrix H and x"-space

In the discussion above one has x-space with basis vectors u, and x'-space with basis vectors en (the

tangent base vectors). It is useful then to define x"-space as the space whose basis vectors are the €, unit
vectors, which are generally not orthogonal. The relation (E.8.7) M®, = h'y R®, can be written as a down-
tilt matrix equation,

M=HR where H*j=diag(h's,h'2.....) . (E.8.14)
It then follow that

N=M"1=R™MH'=sH™?. (E.8.15)
Finally, note that

niA

x =x'u; =x"e; =x*(h'3€;) =x"*¢; = x"'=hyx"

SO
x"=Hx'. (E.8.16)
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This shows that the transformation Fy from x'-space to x"-space is linear with matrix H,
x"=Fg(x)=Hx' . (E.8.17)

Eq. (7.5.2) then says that the corresponding R-matrix is (Rg)*x = (6x"*/0x"™) = H*x so Rg = H and then
Sa=Rg'=H"

We can now show all three spaces in the same Picture as follows,

/él " __ I ' el
g" x"=Fu(x)=Hx g

_ -1
x"-space Ry, Sa=H, H x'-space

x"=Fu(x)=HF&x

Ry=M=HR x-space RS
Syu=N=SH™ g
u;
(E.8.18)
This picture shows that the transformation directly from x-space to x"-space is
Fu(x) =H F(x) . (E.8.19)

Here F(x) is a (generally) non-linear transformation assumed to connect x'-space to x-space. This is then
concatenated with linear transformation H to get non-linear transformation Fyu(x).

We can now write A ) as A" and restate (E.8.3) and (E.8.8) above as

A =%, . A" ijk... (/e\i®/éj®/e\k...) // rank-n tensor expanded on /e\j_®/e\j®/ék...
A" IR = Mii-ij Mrr A1'3% -/ rank-n tensor transformation
ALk - =Nii-ij-Nkkv ...... A" 3k Jrinverse of the above
A"t= Mij Al // rank-1 tensor
A" = Mii-ij ALY // rank-2 tensor
where A" idk--- = [A(é)]ijk. = @ ik (E.8.20)

The word "tensor" suddenly has a new meaning in the above equations. The equations indicate objects
being tensors with respect to this non-linear transformation Fyu(x) whose linearized-at-a-point matrix is Ry
= M = HR, where R is the linearized-at-a-point matrix version of F(x). H is the diagonal matrix of scale
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factors h'y which are associated with g's 5 in x"-space. The A*3*--- are contravariant components of tensor
A in x-space, while A"*3* - are the corresponding contravariant components of A in x"-space, all with
respect to Fy(x) and its matrix Ry = M where, for example, dx" = M dx.

One can compare the last line of (E.8.20) to the first line of the generic (7.5.8) showing how a rank-2
tensor transforms. The second line of (7.5.8) then tells us the manner in which the mixed tensor A%

transforms under Fy :
AH ab:Maa' Mbb' Aa'b' — Maa'Aa'b'Mbb' . (E821)

If we use the Standard Notation covariant transpose shown in (7.9.3) [Ry = M], then Mp?' = (MT)b'b and
the above becomes

A"% = M AYs (MD°'s =[MAM']%
from which we conclude that
A" =MAM' // that is to say, [ A" = MAM ' |sx, at (E.8.22)
Comment:
This matrix result is a special case of the generic result (E.7.11) that A® = BAB' when b, = é\n,

but it is not obvious how this works out so here are some details. In order to compute B”; = [b™]; in
(E.7.8) one has to know b™. One sees from (7.18.6) that b® = w™ b; where

Wom=bn by = /e\n L4 /e\m = (hvnh'm)_l €h ®*€n = (h'nh'm)_lg'nm =

w'™ = (h'ph'n)g™ . // since Wnm and w™™ are inverses (E.8.23)
Therefore,

b? = W™ bp= (hoh')g™ en=hng™ en= hne® =

B"; =[b"]; = h's (e”)1 (E.8.24)

But (E.8.12) says M"; = h'(e"); so we have shown that B"; = M"; so BAB' = MAM".

The metric tensor g" in x"-space appearing in Fig (E.8.18) is this,
g'an=e"a0€"s =810 &p=(hah)  eaoep = (hahy) ' gap = Wb, (E.8.25)

so g" =w' in the Comment above.
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At this point the x and x' spaces are completely general, and none of R, Ry = H, Ry = M is a rotation
matrix. In the next Section, we shall specialize the above picture so that x-space is Cartesian with g = 1,
and x'-space has orthogonal curvilinear coordinates x' which means g' is a diagonal matrix. In this
scenario, F(x) is in general non-linear and so then is Fy(x) = H F(x). Since the €; now form a frame of
orthonormal vectors, and since u; also form such a frame, one will not be surprised to find that M is now
a rotation which relates these two frame sets.

E.9 Application of Section E.8 to Orthogonal Curvilinear Coordinates

We now switch to Picture B (g=1) and assume that the x'; are orthogonal coordinates,

Picture B m

" S.R X-space
X SF}?CE Cartesian
g g=1
(E.9.1)
and our three-frame picture (E.8.18) above then becomes
(> e
g x"=Fy(x)=Hx' o
_ -1
x"-space Ry, Sy =H, H x'-space
rotation
x" =F"(x)= HF(x) xspace
R",§" =M,N Cartesiang =1
uj
(E.9.2)
In this situation, x-space is Cartesian with
gab = gab = 6a,b gap = h’a2 6a,b g'ab = h’a_2 Sa,b'
g"ap= (h'ah'p) * g'ap = (h'ah'y) *h'a? 84 p =84, p  // from (E.8.25) . (E.9.3)

Notice that g"ap = g"(X)ap = €a(X) ® €p(X) = dap 50 X"-space is locally Cartesian at any point x. For

example, in polar coordinates one has T e 0 =0at any location x. Since g =1 and g" = 1, the up or down
index position on a tensor object is not significant.

Now, regardless of what R and S are, M is a "rotation", where we include in this term possible axis
reflections. To show this fact, first note from (E.8.7) and (7.5.9) that
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M =(h'5 RI) = (h'y g9*Rak) = (05 [37*0'57°]Rak) = (0'57'Rg) =(0'y7'Rs").  (E94)
Using orthogonality rule #3 that R*%, R.P = 8% = da,c it then follows that,
Miijk = (h'i Rik) (h'j_lek) = h'ih'j_l (RikRjk) = h'ih'j_l 6i,j = Si,j . (E95)

But Miijk = 03,5 1s the Standard Notation statement that M is a "rotation", as was shown in (7.9.11).
In developmental notation this appears as [MM™ = 1]py, as shown there. Since M is a rotation, N must be
the inverse rotation since N =M™, From (7.9.11) we then also know that

M = M;* (E.9.6)
which is the alternate form for Mik being a rotation, Again, M is the R-matrix Ry = M for Fy.

Relation between M and N. Looking at (E.9.5),

M? M% =38a,c (E.9.5)
and knowing that

M2, M) =8%= 8a,c (E.9.7)
one concludes that (M™)®. =M%, . But (M™H)P. =N so

N°.=MS  //note: this does not say that N = M in standard notation, see (7.9.3) (E.9.8)

which can be verified from the above expressions for N and M. Since (E.9.6) must also be true for
rotation N, we find that

M;* =M =NK; =N * /l'g=1, g'= diagonal (E.9.9)

Interpretation of N and M. Since e, = S uj, ( this is (3.2.4) and (3.2.1) with €'y = u,) and since e, = h'n€n ,
it follows that

A '

€n=h '1en = h'n'l Sup

or
(802 =h'7 ' S% (un)® =h'n ' S% 8.2 = h'y ™t S, =N2, (E.8.9) = N3%,3°, = N3y (un)°
or
en=Nu, and  (€n)*=N?3,. /| = un=M €p (E.9.10)

Since the uy, are the Cartesian unit vectors, it seems intuitively obvious that the transformation that moves

this frame of orthonormal unit vectors {u,} into the orthonormal frame {€,} must be a "rotation".
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It was shown in (E.9.8) that N®, = M", , therefore
M", =N?, = (&,)°. (E.9.11)

The rotation matrix N2, = (€,)* has the orthonormal basis vectors €, as its columns, while the rotation
matrix M", = (€,)® has the €, as its rows. Recall from (E.2.15) and (E.2.19) that orthonormal €, implies

both €, =¢€" and g'nm = h'n28n,m = diagonal.

The relation u, = M €, can be written u, = M(X) €x(x) to emphasize that the rotation M(x) = Ryu(X) is
really a different rotation at every point x, since the €,(x) vary with x. This is very different from a global
rotation which is the same at all points. For a global rotation R, F = R = linear and 0;uj is a tensor. For Ry
being a rotation which varies from point to point, Fy is non-linear just as F defining the curvilinear
coordinates is non-linear, and Osu5 fails to be a tensor under either F or Fy.

Matrix form of rank-2 tensor transformation:

One implication of the above picture relates to tensor equations being covariant, as discussed in Section
7.15. If one has a tensor field equation in x-space,

Qa%(%) = Hap(x)T?(x) BY(x) , (E.9.12a)

in which all the objects transform as tensors with respect to the underlying x" = Fy(x) (and its linear
approximation M(x) as in dx" = M(x) dx), then the equation is covariant and takes the same form in x"-
space,

Qnadc(xn) - H"ab(X")T"bc(X") B"d(X") . x" = Fyu(x) (E.9.12b)
Using our script notation explained in (E.8.5) and (E.8.20), we rewrite the x"-space equation above as the

third line below (primed script tensor names). The fourth line is then appropriate to the Moon and Spencer
Picture (14.1.1) where the curvilinear coordinates u™ have no primes :

Qa% =HapT?. B? x-space (general), Picture A or M&S (1.11)

Q2% =H'ap T B x'-space (general), Picture A or B (1.11)

@9 =3 ..5%:. B x"-space (orthogonal) , Picture A or B (1.11)

U0 = HpT° B x"-space (orthogonal) , Picture M&S (14.1.1) (E.9.13)

. A
Comment: An x-space observer has axes u, (Frame S) while an x"-space observer has axes €,(x) (Frame

S™), and these two sets of observation axes are related by u, = M(x) €x(x) where M(x) is a rotation. If the
first equation describes something at location x in the realm of Newtonian mechanics, we expect the
equation to have the same form in both Frame S and Frame S" which are related by this local rotation
M(x). In other words, rotations are an invariance of Newtonian mechanics, and this means equations are
covariant with respect to rotations. The above example, which might apply to fluid dynamics, has this
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covariance at each point x in the fluid, and it may happen that the rotation is a different rotation at
different points x, but it is always a rotation.

A simple interpretation of (E.9.13) is that the mutually orthogonal unit base vectors €, form a rotated
Cartesian frame of reference, so the x-space equations must have the same form in this rotated frame.

This is why the first and last lines of (E.9.13) have the same form.

Example: Polar Coordinates. In polar coordinates now with ordering 1,0 = 1,2 one has

Sty = (8x/dr) = cosd X =rcos0

St, = (8x/00) = -rsind y = rsinf

S?; = (dy/or) = sind

S2, = (8y/00) = rcosh (E.9.14)
i _ (cosO -rsin i [ cos® sind Conl

§%5= ( sin@ rcos@) R%5= ( -sin6/r cose/r) R=S

. : ;-2
. oom, [ cosb sme)(cose —sme/r) _(l 0 ) ab _(hr 0 )
[¢"=RR Jon = (—sinO/r cos0/r/ \ sin® cosb/r) ~\0 14/%) = & T 0 he?

sohy=1landhg=1 .
The N and M matrices may be computed as follows: [recall M =HR and N = SH™! from (E.8.14,15) ]

1 0)(cos9 sine) _ (cos@ sin0
T

M% = NaR% = (O r /) \_-sinb/r cosO/ -sinf cos@) =Rz(-0) (E.9.15)

a _ca 1 -1 _(cosb —rsine)(l 0 ) B (cose —sine) _
N% =S8% b _(sine reos0 )\ 0 1/r) = sind cosp) = Rz(®) (E.9.16)

Therefore, the relation between a rank-2 tensor's €n-expanded-form components [A(é)]ij and the
Cartesian form components Aij is given (for polar coordinates) by (E.8.22) which says

A=A® =@ =MAM" =MAM" (E.9.17)
or
Arr Are) _(cos@ sin@) (An A12) (cose -sine) e
(Aer Ao ) ~ \-sind cosd) \Any Anp )\ sind cosd // verified in Lai p 316 Problem 5.71

where recall that up or down index position has no significance in either x-space or x"-space and M' =
MT as in (7.9.5). That is to say, one has Aj>= A12 as well as Ayg = A%g, so one can think of the above as
a down-tilt matrix equation.
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Applications in Continuum Mechanics

1. In isotropic elastic stress analysis for states of plane stress and plane strain (see Lai p 251), the 3D
Cartesian stress tensor T 4 has a simple form in which the upper left four components can be represented

as derivatives of a potential-like function called an Airy function @, so that T11 = 822(p, Tos = 812(p, and
T12 =Ta21 =— 01020. In this case, equation (E.9.17) becomes

Ter Tre _(cosO sine) ( 9220 —8162([)) (cose —sinO) - .
(Ter Tee) -sinf cosf) \ — 01020 01%¢ sinf cosp,) /' B=MAM (E.9.18)

where
01 = 0/0x1 = cos0 Oy - (sinf/1)0g
02 = 0/0x2 =sinb Oy + (cosb/1)0p .

Here is a Maple computation of (E.9.18):

iy =
matrix(2,2, [D2(D2(phi(r,theta))),-D1(D2(phi(xr,theta)}),-D1(D2(phi(xr,theta)}},
D1({D1{phi{r , theta)))1).

4 _:{D2(D2(¢(n 8)))  -DID2(¢(r, 9)))}
- [-DI(D2(6(r £)))  DIUDI((r, 8)))

D1 := f -> cos{theta)*Diff{f,r) - (sin(theta)/r)*Diff(f, theta);
in( &) ( af]
3t —
bl
Dl=f—=cos(0)| —Ff|——
ar r
D2 := f ->» sin{(theta})*Diff{f,r) + (cos(theta)/r)*Diff(f, theta);
(BJ(Bf]
cos —
bl

D2 =7 — sin( &) [a—j] +
i

A=A *1 forces Maple to mstall the D1 and D2 operators mside matrix A, the result is messy so not showing 1t
A = evalm(A &* &*(})

Construct the M matiix

M = matrix(2,2, [cos(theta), sin{(theta),-sin(theta) , cos(theta)])},

|:c:os(6) sm(e)}
M=
—sn( ) cos(9)
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Compute B = MAMT but don't display messy result

B := simplify(evalm{(i &* A &* transpose(M)))
Cause Maple to simplify the four entries of matrix B and then print the result
for i from 1 to 2 do
for j from 1 to 2 do

B[i,j] = expand(simplify(value(B[i,j]1))}}.
od
od
print (B} ;
a 32 dir, 8 a a
= E
5 P8 5 o 9 g0
+ - +
r 2 r 2
s Is
LA
e 8 g0 @) a° o0 8)
- + — i,
L " rz 6.?"2 i
// verified in Lai p 264 (5.27.3) (E.9.19)

This then is a real-world example of using a rank-2 tensor in curvilinear coordinates expanded on the unit
tangent base vectors. The mentioned plane of strain or stress has Cartesian coordinates x1,xo which are

converted to polar coordinates r,0. The third Cartesian coordinate x3 is more or less ignored.

2. The relation between the stress tensor Tij and the infinitesimal strain tensor E;5 for an isotropic
material is stated in Cartesian coordinate x-space as ( a form of Hooke's Law generalizing F = -kx),

Tiy=Atr(E)gij +2uE;4 or the same thing: T3 =\ tr(E)g*? + 2uE*3
where tr(E) =ZX; Ei; = Es; with implied sumonii . (E.9.20)

Here A and p are called Lamé's constants and g; 5 = gt = 3,5 (see Lai p 208 (5.3.8)). Some components
are (in the case that Es3 = 0),

T11 = ME11+ E22) + 2puEq; 11,23=xy,z
T22 = ME11+ E22) + 2pE22
T12 = 2].1E12 . (E921)

With respect to our transformation Fy, (E.9.20) is a "true tensor equation” (tr(E) = E* = Ex is scalar
under rotations), so according to Section 7.15 it is "covariant" and in x"-space may be written
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Tnij =2 tr(E")g"ij + 2|.LE"ij

or

T3 = X tr(E")3; , 5+ 2uE"*3 // g3 =38 5asin(E.9.3)
or

[T =A[TE* 85,5+ 20 ES T
or

G =0 (€8s, 5 + 2uEM tr(&') =3 €45 . // &€= script E (E.9.22)

This notion of equation covariance was shown above in example (E.9.13). Recall the notation example
from (E.8.6) that, for spherical coordinates 1,2,3 =r,0,0,

[A(é)]zzls = @213 = p%%re _ Acore - (E.8.6)

Correspondingly, we would set 5™ = T and so on to write the components of (E.9.21) this way in
cylindrical coordinates, where 1,2,3 =r,0,z,

Ter=2A [ Exrt Eeo] + 2“— Err /I Ezz =0
Teo = A [ Exxt Eee]) + 21Eee
Tre = 2“ Ere . (E923)

This has the same form as (E.9.21) with 1—r and 2—0. These equations are consistent with Lai p 264
(5.27.7) with A = -Eyv/[(v+1)(2v-1)] and 2 = Ey/(1+v). Statements of (E.9.23) are rare on the web, but
here is one instance (Victor Saouma draft Lecture Notes on Continuum Mechanics, 1998),

T = Xe+2ue,,
-THH = )\E + 2,“599
T = 2’{;,;;?.3 € = Epr + Eap- (E.9.24)

3. By way of contrast, the Cartesian-coordinates equation E;5 = (Oiuy + 0su;)/2, which relates strain
tensor Ej 4 to the vector displacement u of a continuum particle, is not a "true tensor equation”, so

Ere # (Ozup + Oeuz)/2. In fact, this relation is E = [(Vu)® + (Vu)] / 2 and (Vu) for polar coordinates is
computed in (G.6.6) and one ends up with Erg = (Oyue + (1/r) Oouy - ue/r) /2.

E.10 Tensor expansions in a mixed basis
Recall the expansion (E.2.1) and (E.2.3) written for a general rank-n tensor A,

A=Zi4x. .. 07 (b;®b;®by...) oIk = A o (b*®bI®DX...) (E.10.1)

jk. ..

where o are the coefficients of the expansion of A on the direct product basis shown. To make

explicit the fact that the coefficients depend on the choice of basis, one might write (one b for each index,
number of b's is the rank of the tensor) ,
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i3k - :[A(b,b,b...)]ijk... ‘ (E.10.2)

The fact that the indices ijk... are "up" indicates that the b label stands for the b; basis and not b*. So here
is an example showing the generic expansion of a rank-3 tensor,

A=3i4 [ A®PPIEIE (h. @b;®by) [ AP PIITk — A o (h®DbIRDF) . (E.10.3)
J J

Earlier we used the simpler notation [A (B 133k for the above coefficient, but now we want to show all the
basis elements because now we want to consider a "mixed basis expansion” such as

A=Zs5c [APSDEIE (h;@e;Quy) [APremidk = A o (h*ReIRu¥). (E.10.4)

This is a completely viable expansion since the b, e and u basis vectors are each a complete set within
their part of the direct-product space. To verify the validity of this expansion, consider :

[APemEE = (A} o (bi®e®u’)
= {Zigu [APEDRIIE (b Qey Qugr)}e (b*®eI@u*)
= {Zaoge [APSDTI (b ebs) (770 e5) (o uy)
= {Zirge [APSWIH S 556
— [A®ew ik (E.10.5)
In the case of a rank-2 tensor, one has the option of using the other notations discussed above,

A=%35 [API] (bs®uy) =Zi5 [AP ] (biuy)

direct product dyadic
=55 [A® (byuy™) =255 [APC W] [by><uy) (E.10.6)
matrix bra-ket
where
[AP®]H = Aebi®ul) =A% (bY)a () = (b7 A () =<b|A vl >, (E.10.7)

One can of course use unit versions of the ep basis vectors, €p, and then one might write for example
A=Ti45 [AC SR (],08;0uy) (E.10.8)

where the hats are replicated into the superscript tensor label.
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Appendix F: The Affine Connection I'°,;, and Covariant Derivatives
F.1 Definition and Interpretation of I' : I'°.,=q° e (0aqs) = R°i(aRpY)

In this Section we shall use a modified Picture C in which the quasi-Cartesian space on the right is called
&-space instead of x(o)—space as in Picture C. The notation & for the coordinates of &-space seems

traditional in general relativity work where the I" object appears frequently.

Picture C1 m

X-space S.R E-space
g G

(F.1.1)

Recall from the discussion near (1.10) that the metric tensor G is a diagonal matrix whose elements are
independently +1 or -1. Since the metric tensor transforms as a rank-2 tensor, we know from the last line
of (7.5.8) (adapted from Picture A to Picture Cl) that gap = Ra*Rp?Gi3. Since G is diagonal, we write
this as

gab=R.'Rp*G;;  and g =R*;RP;G** (F.1.2)

with a single implied sum on i. If G = 1, then the x* coordinates of x-space are "the curvilinear
coordinates" and the &* are "the Cartesian coordinates".

In Picture C1 the tangent base vectors exist in &-space and we will call them qp. From (7.18.1) (adapted
from Picture A to Picture C1) we know both that (qn)* = Rn* and that the dot product gs ® Gm = Znm
where g is the metric tensor in x-space. In general q, = qn(§). However, since x = F(§), we are free
instead to regard qn = qn(x), and that is what we shall do for Picture C1.

If one moves a small amount dx in x-space, qa(X) (a vector in &-space) will change by some small
amount. We are used to this idea in the Picture A context of Fig (3.4.3) where the x-space tangent base

vectors eg =T 0 and e = T both change if one takes —0+d0 and r—r + dr in x'-space.
So, for a small change dx3 in x-space, the change in qqa(X) is given by,

d(qn)* = 95(qn)* dx? /] 05 =06/0x3
or

. o . ofh  off .
(dgn)” = (33qn)" dx . 1 0x(f) = % = = @) (F.1.3)

Since qn and (05qn) are both vectors in &-space, and since the qx are known to form a complete basis in &-
space, it must be possible to expand (03qxn) on the qx with some appropriate coefficients, call them ijn :
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(ann) = ijn qx = (dqn)i = (ajqn)dXa = 1—‘kjn (qk)i dx* . (F-1-4)

The coefficients ijn are known as the affine connection. They measure how the tangent basis vectors
change in &-space as a function of x in x-space. One regards ijn(x) as an object associated with x-space,
though it is not a tensor object as (F.6.3) below shows.

Dotting the left equation into ™ , using q™ ® qx = 8"k as in (7.18.1), and then doing m— k gives
™50 =q" ¢ (05qn) = (4%)1(054n)" = R*i(@;Ra"), (F.1.5)
where from (7.18.1) and (7.5.16) (adjusted from Picture A to Picture C1) we have used

)i =R" _ o d i—Ri—aii F.1.6
(q)i_ i_aél an (qn) — RKn _axn- ()

Inserting the partial derivatives from (F.1.6) into (F.1.5) gives

["3n=R%(05Rn") =56 (05 3,7) =3 5o (F.1.7)
Notice that
. . . el et
(05Ra™) =(0nR3") // since I~ ot od (F.1.8)

Form (F.1.7) shows that:

Fact: ijn is symmetric on the lower two indices, so ijn = Fknj (F.1.9)
If we take k—A, i—a, j— and n—v, then (F.1.9) becomes

or

O P
e = 585 2xPox°

and this equation appears as Weinberg p 100 (4.5.1), with traditional Greek indices used for relativity.

We now restate some of the results above with more commonly used indices :

(Caqn) = 1—‘kan qcx — (Cagp) = ' qc
M*5n=q"*@32) —  T°a=q°* (@aa)
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so that

(aaqb) = 1—‘cab Jc
I =q° * (0aqpb)
Iap =T

[Cap= RcJ:.(aaRbi)
I =—Rp" (0aR®;)

(F.1.4)
(F.1.5)
(F.1.9)

(F.1.5)

Appendix F: Affine Connection

(F.1.10)

The last line will be derived in the next Section.

One can convert the I'-related equations from Picture C1 to Picture A,

X-space SR g-space x'-space SR x-space
] G g g

For example, since the tangent base vectors in x-space of Picture A are called ep,
(CaQp) = | R qc - (0'ap) = I"ap €c

[®ab = q° ® (Oaqp) —  TI'ap=e%e(0aep) (F.1.11)

where [' =T"'(x') and e, = ep(X').

F.2 Identities of the form (0.R%,) =- R%, R%, (9.R™)
The identities (to be proven below) are :
R (GaRe™ =~ Re™ (0aR°n) I
(@aR%) =—R%, R%, (8aR™) 2 0a = 0/0x*

(0aRa") = —Re" Rg"™ (0aR%n) 3. (F.2.1)

Corollary: The first identity above allows the alternate form for the affine connection in terms of R, as
quoted above in (F.1.10). Here we take d—c, m—i and e—b in identity #I1,

Rdm (aaRem) = Rem (aaRdm)
RS (GaRp") =— Rp' (GaR%:)

// identity 1
// same with new indices

which then verifies (F.1.10).
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Our context is:

Picture C1 m

X-space SR &-space
g J G

0=0a(8%) = 0a(R%R™) =R% (8aR™) + R™ (0aR%) .

Apply Ze R®, to both ends of (F.2.3) to get

= (aaRdn) =-R%, Rdm (aaRem) .
Alternatively, apply 4 Rq" to both ends of (F.2.3) to get

0=(Rq" R%) (BaRe™ + Ra" Re™ (0aR%) = 8"n (GaRe™) + Ra” Re
= (aaRen) + Rdn Rem (aaRdm)

= (0aRe™ =—R4"R™ (8aR%) now swap d and e:
= (aaRdn) =— Ren Rdm (aaRem) .

F.3 Identities of the form (0.g®°) = — [g2" I'°cn + g™ IMcn]
The derivatives of the metric tensor are given by ( 8. = 9/0x°)
(0cg™) = ~[g*" TP + g7 Ienl I

(Ocgab) = T [gan Map + Zbn 1—‘nca] 2

Picture C1 m

SR g-space
J G

Appendix F: Affine Connection

(F.2.2)

Proofs of identities 1.2.3: These identities are a simple consequence of the fact that RS = 1 which in
standard notation is written 8%y = R%,Rp” (orthogonality rule #3 in (7.6.4) ). So,

QED 1 (F.2.3)

0=R®%, R% (0aR™) + (R% Re™) (8aR%) =R®%, R%, (0aRe™) + 8,™ (0aR%)
= Ren Rdm (aaRem) + (aaRdn)

QED 2 (F.2.4)

™ (0aR%n)
QED 3 (F.2.5)
(F3.1)
(F.3.2)
(F.3.3)
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Proof of 1: (0eg®®) = —[g*™ Pen + g2 Ien] (F.3.1)
Using (F.1.2) that g®® = R®;R®;G** the LHS of (F.3.1) becomes,
LHS = (0cg%°) = 0c(R*1R®;)G™ = R*;(0cR”1)G* + RP3(0.R*;)G™ . (F.3.4)

For the RHS, the I objects can be replaced by their alternate definitions from (F.1.10),

.= —Rp* (6aR%) // from (F.1.10)
IPen= —Rnt (8cRP:) // b—n then c—b then a—c¢
[Pen= —Rp' (cR?) . // b—a (F.3.5)

The RHS of the claimed identity (F.3.1) may then be written
RHS = —g®" I[P, — g”" e
= {R%R™G™ }{Ra" (0cR®1)} + {R°kR™G™ } {Rn(0cR?s)}
=R (R% Rn?) (0cRP:) G** + RP(R™ Ro) (0cR?:) G**
=Rk (OcRP;) G** + RPydi* (0cR?:) G** // orthog rule #2 of (7.6.4)
=R% (8cR";) G™ +RP; (0:R?) G*

= (0:g%%) // using (F.3.4) QED 1 (F.3.6)

Proof of 2: (0cgab) = T [ganMeb + Zbn [Meal (F.3.2)
Using (F.1.2) that gap, = Ra*Rp*Gi s, the LHS of (F.3.2) becomes,

LHS = (0cgab) = 0c(Ra'Rp*)Gis = Ra’ (OcRp")Gii + Rp' (OcRa“)Gis - (F.3.7)
For the RHS, the I" objects can be replaced by their primary definitions in (F.1.10),

[Cap = R°i(0aRpY)

M= R (6cRpY) // c—n then a—c then i—k

[™ca = R%i(6cRaY) . // b—a (F.3.8)
The RHS of the claimed identity (F.3.2) may then be written

RHS = ganMeb + Zon [Mca

= {Ra*Rn*Gix} {R™1(@cRp")} +{Rp*Rn*Grx} {Ri(0cRa)}
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Ra* (Ro* R™1)(0cRp )Gk + RpX(Rp* R™:)(0cRa¥)Giex

Ra* 8%:(0cRpY)Girx + Rp*%i(0cRa)Gix // orthog rule #1 of (7.6.4)

Ra' (cRpY)Gis + Rp' (BecRaY)Gis

= (OcZab) // using (F.3.7) QED 2 (F.3.9)

F.4 Identity: T%y5=(1/2) g% [ da@bc + Ob8ca — Ocgabl
The identity states that %, may be expressed entirely in terms of the metric tensor,
[ab=(1/2) g% [ Oagibc + Obgca — Ocgab] - (F4.1)
Recall in our definition above, Fdab = de(aaRbk), that I was given in terms of R matrices.
The following corollary concerns summing of the upper I' index with a lower one,

[an = (12) 22 Ongaa = (12)(1/g)dag = (IAlg]) 3a(\lg]) - (F.4.2)

We shall prove the identity (F.4.1) first, and the corollary (F.4.2) after that.

Picture C1 m

X-space SR g-space
g J G
Proof of Identity: % =(1/2) g% [ 0agbe + Obca — Ocgabl (F.4.3)

We first rewrite (F.1.2) with new index names,

gab = Ra"Rp® Gee // sum on e
g =R%R®; G . // sum on i (F.4.4)

The first line below is computed from the first line in the pair above, then the next two lines below are
obtained by doing forward cyclic index permutations of the first line :

acgab = [Rbe (acRae) + Rae(acRbe) 1Gee
aagbc = [Rce (aaRbe) + Rbe(aaRce) 1Gee
Obgca = [Ra® (bR:®) + Rc®(FpRa®) 1Gee - (F.4.5)

The last four lines can be appropriately inserted into the RHS of (F.4.3) to obtain
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(RHS)%ap = (1/2) g%° [ Pagbe + OpZca — OcZab)
= (1/2) (RdiRci Gii) Gee *

[Re® (0aRp®) + RpS(0aRe®) + Ra® (GpRc®) + Ro®(GbRa®) — Rp® (OcRa®) — Ra®(0cRp®) ] . (F.4.6)
1 2 3 4 5 6

Due to the symmetry (0:R5%) = (03R1%) noted in (F.1.8), terms 2 and 5 cancel as do terms 3 and 6, while
terms 1 and 4 are equal. Therefore,

(RHS)ap = (1/2) R%R%; G* Gee * 2 Re® (6aRp®)

=R% (Re® R%:) G* Gee (0aRp®)

=R 8% G* Gee (0aRp®) // orthog rule #1 of (7.6.4)

=R% G*®° Gee (0aRs°)

= R%(0aRp®) /] G®® = Gee = 1

= I%p // from (F.1.10)

= LHS of (F.4.3) QED (F.4.7)

Proof of Corollary: The corollary is this (g = det(gab) )

T2an = (1/2) £2%( Oagna + Onaa — agan ) = (1/2) g2 Ongaa = (12)(1/2)ong = (1A/|g] ) 3a(\lg] )

Ist 2nd 3rd 4th Sth
(F.4.8)
The 2nd expression is of course just (F.4.1) with ¢ = b = n and implied sum on n.
The first and third terms of the 2nd expression cancel due to symmetry of g:
first term = g2 0agna = 2% OaZan = 22% Ogan = - third term (F.4.9)

ad gda _ gad

so we then have just
[an = (1/2) g**(@ngaq)
which is the 3rd expression shown in (F.4.8).

To get the 4th expression, we must show that
2®P(Ongab) = (1/g)0ng. Here are the steps to prove this fact, where g = det(gap) :
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(1) 8%° = (g™")ab = cof(gap) /det(gan) = cof(gan)/g =  cof(gar) =g ™. (F.4.10)
(2) Apply ga and sum on b to get: 2pacof(gab) = & Loag® =g 8> =g. (F.4.11)
(3) g = det(gab) = gabcof(gan) =  0g/Ogap = cof(gan) =g g™ * (F.4.12)
(4) Ong = 0g/0X" = (0g/0gan)( 0gan/0X™) =g g™ (Ongan) = (1/g) Ong = g*(Ongab) (F.4.13)

* In Step 3, notice that 0 cof(gab)/0gap = 0 because cof(gap) is not a function of variable gap. The element
gab 1S one of those "crossed out" in obtaining the cofactor of gap. Despite this fact, cof(gap) is still an
object having indices a,b. In contrast, g = det(gap) = det(g«+) has no indices!
It remains only to obtain the 5th expression in (F.4.8), and that is easy to show:

g2 0a(g*?) = g% (1/2) g% 0n(2) = (1/2) (1/g) (3ng) - g>0

[-g] ™ %0u([-g*?) =[] (1/2)[-g] ™ ?6u(l-g]) = (1/2)[-g] ™" on([-g]) <0
which we summarize as

872 a(lg*'?) = (112) (1/g) (6ng) (F.4.14)

We close this Section with the following observations:

Theorem: If x-space of Picture C1 of (F.1.1) has a metric tensor g; 5(x) whose elements are constants
independent of x, then I, = 0. (F.4.15)

Corollary: If the x-space in Figure C1 of (F.1.1) is Cartesian (g =1) or quasi-Cartesian (g = G),
then '3, = 0. (F.4.16)

Proof: The identity (F.4.1) says Fdab =(1/2) gdc [ Oagbc + Ob8ca — Ocgabl,
soif g;5 are constants, one must have Fdab =0.

We shall often quote this Corollary with the phrase "I' = 0 for a Cartesian space".
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F.5 Picture D1 Context

Our main context of interest is Picture A,

Picture A m

x'-space SR X-space

g' g

(F.5.1)

For the proof to be presented in Section F.6, it is useful to think of Picture A as the top part of this Picture
D1,

Picture D1 /—\
X' =F(x
X-space g x-space
X = EF@K E-space X=F(g)
SR = Quasi-Cartesian S, R
7 G J
(F.5.2)
The relationship between the R's and S's are these
R=RR'=R'S = R =RR
S=RR=RS". (F.5.3)

The tangent and reciprocal base vectors in &-space associated with transformations & and &' are these,
based on (F.1.6),

(Gn)' = Rn* @i =R X-space
(Wn)i = R @i =R" x'-space . (F.5.4)

Now there are two affine connections, one for x-space and the other for x'-space,

[Cap = (8x°/0EY) (82EH0x20x°) = RC; 0a (BEH/OXP) = RCi(0aRe’) 0a = 0/0x®
= [9°); (Ga[gn]) = §° @ (Oag) (F.5.5)

r'cab = (axvc/aéi) (aZ(ii/aXvaava) — ﬁvci ava (a&i/axlb) — ‘(lzvci(aya ybi) a'a — a/axya
= [¢°); (Palg'n]) = ¢°(0ags) (F.5.6)

The expressions appearing here in (F.5.5) are just converted versions of (F.1.7) and (F.1.5).
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F.6 Relations between I' and I''

The claimed relations are the following, in the context of Picture A shown above,

I =R Ra* RpP I%g + R% (0'aRp%) // Weinberg p 100 (4.5.2) (F.6.1)
["ap =R% Ra® RoP T%;g — RuP(0'aR%) (F.6.2)
I =R Ra* RpP M%g — R Ry? (aR%p) // Weinberg p 102 (4.5.8) (F.6.3)

The first terms are all the same, only the second terms vary. If the second term were not present, the
relation would state that qup transforms as a mixed rank-3 tensor in the usual manner, as in example

(7.10.1). Since the second term is present, qup is not a tensor (unless Rp*(x) = constant, in which case
the transformation F is linear so x' = F(x) = Rx as mentioned in Section 2.8 ) .

Proof of the first relation : We now make use of Picture D1 shown above. Start with the I'' definition
expression shown in (F.5.6),

T'%p = R(0Re") = RR)%h a(RR)™ = REaRE, 0a(RePRe™)  // R =RR (F.5.3)

= R%RLRLP(0'aRp™) + R%(RER™)( 0'aRpP) I RER™ =% (7.6.4)

= R RRpP([Ra%0x]Rp™) + R°a(8%)( 0'aRbP) /] 0'a = Ra%0q in first term only

= R%Ra"RpP R (0aRs™) + R% (0'aRp?) // next use (F.5.5) for R(0uRp™)

= R%Ra*Rp? T%p + R% (@aRp*)  // T9%p = R%(0aRe™) QED (F.6.4)

Magically, all the R's have gone away.
The second term in the above relation can be written a different manner as follows. Consider,

0=0'a(8%) = 0'a(R%Rp") =R (0'aRp”) + Rp" (0'aR%)
= R% (0'aRp™) =~ Rp*(0'aR%) = — RpP(0'aR%p)
= — Rp? Ra*(0aR%) (F.6.5)
and this gives the other two relations stated above.
F.7 Statement and Proof of the Covariant Derivative Theorem
Many examples of this theorem will be given later. In this proof it is assumed that the tensor density of

interest is purely covariant (all indices "down"). In the next Section it will then be shown how to adjust
the theorem if one or more of the tensor density indices is "up".
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Covariant Derivative Theorem: The covariant derivative Bapc. . x;« (as defined below) of a covariant
tensor Bape. .x Of rank n and weight W transforms as a covariant tensor density of rank n+1 and weight
W. (F.7.1)

The implication is that all the indices including o of Bapc. . x;« can be treated as ordinary tensor indices
with respect to raising, lowering, contraction, and so on. The first term below in Bape . . x;« 1S the regular
derivative Oy Babe. .x, Often written as Bapc. .x,« (comma, not semicolon), and this first term is not a
tensor. Only when all the "correction terms" are included does the object become a tensor.

The covariant derivative in x-space and then in x'-space is defined as follows: (Weinberg p 104 4.6.12)

Babc. XA = a(x Babc. X 1—‘na(xBnbc, X FanBanc, LXK T e anaBabc, .n // X-space
del a-term b-term X-term
+ [W/(22)] (Oag) Babe. .x (F.7.2)

B'abc LLXJA = 6v“ B'abc. X 1—"nao(B'nbc L.X T F'anB'anc LR T e — F'nqu'abc ..n // X'-Space
del a-term b-term x-term
+ [W/(22)] (0'ag) B'abe. .x  (F.7.2)'

The two definitions are the same except everything is primed in x'-space (except constant weight W). This
is as one would expect if the x-space equation were a "true tensor equation" as discussed in Section 7.15

and were therefore "covariant". Although the I" objects are not tensors themselves, the combination of
terms shown in the definition of Bapce. .x:« 1S @ rank n+1 tensor (as will be demonstrated).

As was shown in (F.4.2), (1/2)(1/g)0«g = I'xa so the W terms could be written as W I'™ ¢y Bapc. .x and
W I'"*¢a B'abe. .x, and this form is commonly seen in the literature on this subject.

A proof of the theorem must then show that Bapc . . x;« @s defined above in fact transforms as a tensor
density of rank n+1 and weight W, which is to say, one must show that

Blabe. .x;0 = I Ra2' Rp® . R Ro®’ Babie'. .x' o (F.7.3)

or, changing abc.x—ABC..X and then a'b'c'.. — abc..,

B'ABC. Xra
=J _WRQ(“' {RAaRBb ..... Rxx} *
Babe. .x ;o (F74)

or, in gory detail,
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' ' mn ' n ' n [}
aotBABC..X*r AanBC..X*F BaBAnC..X* ----------- -T XO(BABC..n

del' a'-term b'-term x'-term

/I LHS

+ [W/(2g)] (0'ag) B'agc. .x

= I Ro® {Ra®Rg°..... R*} *
{6a'Babc. X lﬂ"a<>('Bxlbc. X lﬂ"b<>('Ba11c. LR TT eeeeeeeeees - ana'Babc. .n

del a-term b-term x-term

// RHS

+([W/(22)] (O’ 8) Babe. .x }

Proof:

(F.7.5)

There is probably a faster way to prove that (F.7.5) is valid, but we shall be content with a brute force
proof where we in essence evaluate both sides of (F.7.5) and show they are the same. In doing so, we
make use of identities obtained in previous Sections. The proof is carried out in five steps.

1. Expand the LHS del' term and show del'-del matches the RHS del term.

d'aB'asc. .x = (RaP0p)(J™™ Ra®Rz"..... Rx* Babe. .x) del'
= RoP(0p ™) Ra®Rz"..... Rx* Babe. .x del'-J
+Ro? I (95Ra®)Rz"..... Rx* Babe. .x del'-a
+RoP I Ra?(0pRz")..... Rx* Babe. .x del'-b
+ ‘qu J"Ra?Rs". ... (pRx") Babe. .x del'-x
+ RoP I RAREE......... Rx™ (Op Babe. .x) del'-del

We claim that this last del'-del term of the LHS matches the del term on the RHS:

del'-del LHS = RoPJ ™™ {Ra®Rg°........... Rx™} (9p Babe. .x)
del RHS =TI "Ro® {RaRg"..... Rx*} {0q Babe. .x}
Setting o' = f shows that these two terms indeed match.

2. Show that the a-related terms balance. The a'-term on the LHS of (F.7.5) is

—I'"aeB'nrc. .x - // a'-term of LHS
The connection (F.6.3) between I'' and I reads (then shuffle indices as shown),
["ap =R Ra* RpP % — R.*RyP (0uR%) // a—k, B—o

[ =R% Ra*Rp° % — Ra*Rp° (xRS;) // c—n, a—A, b—a
I = R Ra® Ro® T%o — Ra®Ro’ (3xR™) .

(F.7.6)

(F.7.7)

(F.7.8)

(F.7.9)

(F.6.3)

(F.7.10)
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Now insert into (F.7.9) the expression (F.7.10) for I'""a and the tensor transformation rule for B'ypc. . x,
— {R% Ra®*Ro’ T%0 — Ra®Ro® (0xR%)} { I Ry™ RePRcC...Rx* Bnipe. .x | // a-term (F.7.11)

and to this we must add the contribution del'-a shown in (F.7.6).
Meanwhile, the RHS a-term in (F.7.5) is this

IR {Ra®RE®..... Ry} {— Paq'Bupe. .x}  // now do n—n'
= {J"R {Ra®Rg®..... R} {I™ aa'Bnbe. .x} . //a-term of RHS (E.7.12)
We want to show that

a'-term + del'-a = a-term

or
LHS a'-term (F.7.11) + LHS del'-a term (F.7.6) = RHS a-term (F.7.12)
or
- { Rnd RAK Rotc Fdxc - RAK Rotc (aanc)} { J_W RnanBbRccuqux Bn'bc. .X }
+Ro? I (5Ra™ )RE®..... Rx" Bn'be. . x // a—n' , this is the del'-a term
== IR {Ra®Rg°..... R} {I™ aa'Bnbe. .x)  ? (F.7.13)

We can see that the factors J™% RB}"’RCC’....RXx Bnbe. .x are common to both sides so they can be removed
to give a simpler relation which we must show to be valid:

— {R%aRa" R’ T%; — Ra®Ro’ (3xR%)} {Ra"' }
+RoP (OpRa™)
=— Re® {Ra® 1{I™ oa'} . (F.7.14)

In the first term orthogonality (7.6.4) says R"q Ry™ = 84" which pins d to n' in that term only, so the
above becomes

~Ra*Ro° ™ xo + R Ra® Ry (OxR™5) + ReP (pRA™) = — RePRa*T™ g . (F.7.15)
The first term on the left cancels the only term on the right. Then do f—o in the third term to get,

Ra® Re {Ra™ (6xR™)} + Ro’ (GsRA™ ) =0 . (F.7.16)
Now cancel the common Ry factor and use the symmetry (0xR"5) = (0,R"x) to get

(OoRa™ ) =—Ra™ Ra® (OsR™) . (F.7.17)

Now in this order do 6—a, A—d, n—e, n'—n, k—m to get
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(0aRg™) = —Re™ Rg™ (0aR%w) . (F.7.18)

But this is seen to be the third identity of (F.2.1)! By reversing the above sequence of steps, one shows
that the three a-related terms in the above LHS = RHS equation balance:

a'-term + del'-a = a-term.

or
— { R4 Ra*Ra’ %o — Ra®Ro® (0xR"0)} { 7" Ra" Re"Rc®...Re* Bnibe. .x }
+RLPIT (8pRAn')RBb ..... Rx* Bnibe. .x // a—n' , this is the del'-a term
= " Ro® {Ra®Rg"..... R} {I™ aa'Bnbe. .x}  ? (F.7.13)

In reversing the sequence, one of course adds back the deleted common factors as well as the various
implied index sums. It seems clearer to state the proof this way rather than start with the last equality with
no justification and artificially thread backwards to the desired equation. This method is used as well in
the next section.

3. Show that the b-related terms balance. We have proven that (£.7.13) is valid, and it is true for any
tensor Bppe. .x , since this is a common factor on both sides. Eq (F.7.13) is therefore still valid if we

replace the tensor By, pe. .x by the different tensor Qn ' pe..x = Bon'c..x. Tensor Q is tensor B with the
first two indices swapped. Make this replacement, and after doing so, make the free index swap A<~B
and summation index swap a<>b. One ends up then with this known-valid equation:

— {R%Rs" Ra" I — Re" Ro® (3xR"0)} {J7™ Ra™ Ra®Rc®..Rx Ban'c. .x }
+RP IV (5l3RBn')RAa ----- Rx*Ban'c. .x

=— I Re® {ReRa%..... R {T™ bo' Ban'c. .x } - (F.7.19)

As the reader may suspect, the three terms in this last equation will have this interpretation with respect to
equation (F.7.5) :

b'-term + del'-b = b-term .
To verify this claim, we treat the terms one at a time.

b'-term: First state the equation (F.7.9) = (F.7.11) on the first line below, then get the second line doing
A<B and dummy b a:

~T™aaBsc. . x = — { R%aRa"Ro’T%s — Ra®Ra® (GxR%)} { I Ra" Re°Re®... Ry Baipe. .x }
- 1—"nBc(B'nAC. X = — { Rnd RBK Rotc rdxo - RBK cho (aanc)} { J_W Rnn RZ-\aRCc----Rxx Bn‘ac. X }

Since this second equation is valid for any tensor By ac. .x, it is true for Qnac. .x = Ban'c..x Where the
first two indices are swapped. This gives,

- 1ﬂ’nBc(B'I-\nC. X T - { RI"d RBK Rotc Fdxc - RBK Rac (aanc)} { J_w Rnn'RAaRCc----Rxx Ban 'c..x }
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The left side is the b'-term on the LHS of (F.7.5) and the right side is the first term in (F.7.19).
del-b: The del'-b term in (F.7.6) is the first line below,

Ro? I Ra%(0pRz )..... Rx* Babe. .x // b—n
Ro? 7" Ra*(@sRz™)..... Rx* Ban'c. .x

The second line matches the second term in (F.7.19).
b-term: The b-term on the RHS of (F.7.5) is

— I Re® {Ra®RE°..... Rx*} ™o Banc. .x] // n—n'
— T R {Ra®RE%..... Ry} T™ bo'Ban'c. .x]

The second line matches the right side of (F.7.19).
We have thus shown that the b terms balance in equation (F.7.5), just the way the a terms balance.

4. Similarly, the c.d.....x terms match. Just repeat step 3 above for each extra index.

5. It remains to show that the three terms so far neglected in (F.7.5) match as well. These terms are

LHS: RoP(@p I™) Ra®Rz"..... Rx* Babe. .x // del'-J in (F.7.6)
+ [W/(2g)] (8'«g) B'asc. .x //the LHS W term  (F.7.20)
RHS: I Ro® {Ra®Rg°..... Rx®} [W/(22)] (Ox'2) Bave. .x  // the RHS W term

That is, one must show that
RaP(@ ™) Ra®R®..... R* Babe. .x + [W/(2g)] (@) Blasc. .x
=T Ro* {Ra’Rz"..... R¢*} [W/(22)] (Ou'g) Bave. .x - (F.7.21)
Inserting the tensor transformation (F.7.4) of B'agc. . x in the second term gives
RoP(@p 1) Ra*ReP..... Rx* Bave. .x + [W/2g)] (@ag) I (R*Re"..... Rx*} * Bave. .x
=T Ra® {Ra’Rz"..... R¢*} [W/(22)] (Ou' ) Babe. .x - (F.7.22)
Set B = o' in the first term to get
Ra® (' ™) Ra"Re"..... R Babe..x + [W/(2g)] (0'ag) I {Ra"Rs"..... R} * Babe. .x

=T Re® {Ra®Rg"..... Rx™} [W/(22)] (Ox'8) Babe. .x - (F.7.23)
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Next, remove the common factor RAaRBb ..... Rx™ Babe. . x (and associated implied sums) to get

Ro™ (@ I + [W/2g)] (@ag) I =T Ra®" [W/(2g)] (Ou'g) -

Since 0'q = R O (covariant vector transformation) this becomes

Ro® (Bar 37 + [W/22)] Re™ Purg) I =T R [W/(22)] (a'8)

or
@) + [WI2g)] (Fag) IT" =07 [W/(28)] (Fag) -

Move the second term to the RHS and do the left side derivative to get
(W) I @ D =" (W2) [ (Bug)/g - (0ug)/e']
so it remains then to show that
I @) = (12 (@ag)e' - @a)e] -

From (5.12.14) one has 2= g'/g and J = (g'/g)l/2 so we need to show that

0w (g/2)"? = (112) (2/2) %[ (0ug)/g' - (D'ag)/g ]
or

(172) (g/g) % da (g/g) = (1/2) (2/8)**[ (D'ag)/g' - (O'ug)/g ]
or

O'a(g/g) =(g/2) [ (Cug)/g - (0'ug)/g ]
Evaluation of the left side of (F.7.28) gives

0 (g/g) =[ g(0ag) - 2(0ag)l/g® = (1/g) (3ag) - (2/8°)(0ag) -
Evaluation of right side of (F.7.28) gives

(g/2) [ (@ug)/g - (Bae)g 1= (1/2)@ug) - (2/g) (ag)

(F.7.24)

(F.7.25)

(F.7.26)

(F.7.27)

(F.7.28)

Since these agree, (F.7.27) is valid and therefore working backwards we find that (F.7.20) is valid.

This concludes our lengthy 5-step proof of the Covariant Derivative Theorem stated in (F.7.1).

F.8 Rules for raising any index on a covariant derivative of a covariant tensor density.

The Rules are stated in (F.8.9) and (F.8.11), but will only make sense after looking at the examples

presented here.

326



Appendix F: Affine Connection

Consider the general form given in (F.7.2) for a covariant derivative

Babc XA = ac( Babc. X Fnao(Bnbc L.X FanBanc. X T eees — rnquabc ..n // X-space
del a-term b-term X-term
+(W/2g) (0ag) Babe. .x - (F.8.1)

Notice that there are n indices on Bapc. . x and there are n corresponding terms on the RHS in addition to
the del and W terms. Each index of Bapc. .x thus has its own "correction term". What happens if one of
the indices (say b) on Bapc. .x is raised? To find out, apply gP® to both sides. The effect of doing this is
trivial for all terms except the del term and the b-term, since b is a regular tensor index on all such terms,
so we get

Bapc. B gﬁb aor Babc. X Fnannﬁc. X gﬁb rnbaBanc. K e — rnxaBapc. n
del a-term b-term X-term
+(W/2g) (0ag) B.he. x . (F.8.2)

The del term can be written

gpb (au Babe. .x) = 80( (gpb Babe. .x) - (80( gpb) Babe. .x
= Oy Bapc. X - (aot gﬁb) Babe..x - (F83)

The second term del term here can be combined with the b-term to give

del-2nd + b-term = — (au gpb) Babc S gﬁb 1—‘nmeanc X
=~ (0 2" Banc..x —€"° IMpaBanc. .x // b—n in first term only
= [ (0a 2" — 2% I™ba] Banc. .x - (F.8.4)

The identity (F.3.1) with n— i reads,

(0cg™) = —[g IPes +g°* Iy
or

[_ (acgab) - ga:. 1ﬂbci] = gbl 1ﬂac;i_ // do c—a, b—>1’1, a—»B

[— (Bag™) — gP* TP4i] = g™ TPy // then i—b on the left

[~ (Bug®™) — 2P TPap] = g™ TPy . (F.8.5)
Replacing [...] in (F.8.4) by the last result gives,

del-2nd + b-term = gni rpqi Banc..x = 1—"soti Baic. X 1—‘lscm Banc. .X (F86)

so it has been shown that

Bapc. Xy = 80( Bapc. X FnaaBnﬁc. <X + rﬁ“n Banc. X e T anaBapc. .n + W rKKd Babc. .X
new b term (F.8.7)

Here then is a comparison where f—b in the second line:
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Babc. X = 80( Babc. X 1—‘nathnbc. X 1—‘nbotBanc. X T e *rnquabc. T W erq Babc. .X
Ba’c..xia =0aBa’c..x — [MaaBa’c..x * [PanBa"c..x — o ~[MxoBac..n + W aBac. x
del a-term b-term X-term W-term
(F.8.8)

This demonstrates the following rule (stated for ¢ =b or any other index):

Rule for raising some non-last index q:

(1) In all terms, raise the q-position B index (in the g-term that index is called n)
(2) in the q correction term, make the replacement — gy — + I (=T%0) (F.8.9)

We refer to a correction term like the a-term and x-term in (F.8.8) as a "covariant correction term", and a
correction term like the b-term as a "contravariant correction term". Thus, for an arbitrary up/down
placement of the abc..x indices, there will be a covariant correction term for each down index, and a
contravariant correction term for each up index. Here is another example where x is also taken up:

B, *ja =0aBa®c. * — [MaoBn’c. ™ + IanBa"e. * — . + T¥0eBa"e. " + W% Ba . ™
del a-term b-term x-term W-term
(F.8.10)
where the contravariant correction terms are marked in red.

Rule for raising the last index a: Raising the ;o index must be done "manually" so the first term will have
g0y =0% and all remaining terms will have explicit g**" factors. (F.8.11)

F.9 Examples of covariant derivative expressions

Example J = 0 (covariant derivative of a scalar B) // J is the rank of the B tensor
B,y =04 B covariant vector /=B, «
B'* =0"B contravariant vector //=B"* (F.9.1)

Example J=1: (covariant derivative of a vector B)

Ba:a = 0u Ba—IMa6Bn covariant rank-2 tensor // 2nd term is sym on a<>q (F.9.2)
B®.4 =0q B+ 1% B” mixed rank-2 tensor (F.9.3)

To obtain B,’®, write (F.9.2) as Ba;p = 0pBa — ["apBn and apply ¢®® to both sides. The result is then
Ba;® = 0*Ba — g°PI™ 4By Finlly, raise a and alter the correction term to get B*'* = 0B + g*PI'®4B" .

B,'O(
a

8 Ba — g*PI™46Bn mixed rank-2 tensor (F.9.4)

Ba;ot

0" B® + g*fr2g, B” contravariant rank-2 tensor (F.9.5)
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Example J=2: (covariant derivative of a rank-2 tensor)

Bab:« =0aBab —[MaaBob — [MbaBan covariant rank-3 tensor (F.9.6)
B%.« =0aB% +Pun B — [MueB2, etc. (F.9.7)
Ba2.a =04 Ba® —TaBn® + IP4n BS" (F.9.8)
B® ., =04 B® + % B™ + Py, B3 . (F.9.9)

Again, application of g®® would give expressions for the other four possibilities with ;a being "up”. These
"other possibilities" are always present, but we shall no longer mention them in the following examples.

Example J=3: (covariant derivative of a rank-3 tensor)

Babc;ot = 80( Babe — 1—‘naoxBnbc - 1—‘nbotBanc - 1—‘nco(Babn (F910)
Babc;a = acx Babc + Fac(n Bnbc - rnbo(Banc - Fn<:o:>(Babn (F.9.1 1)
B*C,4 =04 B +T%B™° + TPpaB*"¢ +°aB*" (F.9.12)

Special J=2 application to the metric tensor:

Zab;a =Ou Zab — | "aognb — ' 'baan =0 // by identity (F.3.2) (F.9.13)
%0 =008 t1%m g — IMpag®n = 0+ TP —Te =0 /g% =58% (F.9.14)
2a%a =0 ga” ~Maagn® + [Panga® = 0 —[Paq + [Pea=0 (F.9.15)
8% S0 g +T%0n g™ + Peng®™ =0 // by identity (F.3.1) (F.9.16)

The middle lines use the fact (7.4.19) that g% = 8%. Since gap .« is a tensor, knowing that any one of the
above vanishes implies that all four lines vanish! The net result is

Zab:a = Lbia=ga ia=80,a=0 . // Weinberg p 105 (4.6.16,17,18) (F.9.17)
The covariant derivative of any form of the metric tensor vanishes. As Weinberg points one, one knows

that in a quasi-Cartesian X-space gap;o = 0 since gap = Gaada,p = constant and I' = 0. Then in any x'-
space g'ap;o = 0 as well since g'ab;a = Ra® Rp° Ro® Za'b' o -
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Example J=2: (double covariant derivatives)

Consider again the J=1 examples from above

Ba;a =0uBa—IMaoBn (F.9.2)
B* « =0a B* +T%n B" . (F.9.3)

This applies to any vector B,. As the J=0 example shows, B, and B’ are bona-fide vectors (covariant
and contravariant components of the same vector ) and therefore

B a;a =0uB;a—T"aaB;n (F.9.18)
B'%, 4 =0a B’ +T%xn B'® (F.9.19)

where we have simply inserted a semicolon in each term. In these equations B is a scalar.

Consider again the J=2 examples from above,

Bab;a = 0a Bap — 1—‘naoxBnb - 1—‘nbotBan (F.9.6)
ab;a = atx Bab + Fac(n Bnb - Fnmean . (F.9. 7)

This applies to any rank-2 tensors Bap or B®,. But B,,p and B*., are bona-fide rank-2 tensors, and
therefore we can restate the above as,

Ba;b;a =0uBa;b ~[MaaBn:b — MbaBa;n (F.9.20)
Ba;b;a :atx Ba;b +Facxn Bn;b - 1—‘nmea;n (F.9.21)

In a similar manner one can derive expressions for triple covariant derivatives and beyond. For example
Ba;b;c;a = Ou Ba;b;c _FnaaBn;b;c - FnbctBa;n;c _FncaBa;b;n . (F-9-22)
The next examples are for tensor densities so there will be a W term as shown in (F.8.8).

Example J = 0 (scalar density of weight W) /] recall T®gq = (2g)_18qg from (F.4.2)

Bia = OuB+WTI*quB (F.9.23)

Example J = 1 (vector density of weight W)

Baia =0uBa — IMagBn + WIq Ba covariant rank-2 tensor density
B* 4 =0aB® +T%nB" + WIyB? (F.9.24)
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Example J = 2 (rank-2 tensor density of weight W)

Bab:a =0aBab — [MaaBnb — MbaBan + W I¥ca Bap  covariant rank-3 tensor density (F.9.25)

ab;a = atx Bab + Fac(n Bnb - Fnbc(Ban + W FKxa Bab (F926)
B." i« =0aBa® ~T"aeBn® + IanBa” + W e Ba” (F.9.27)
Bab;a — au Bab + raqn Bnb + rban Ban + W FKKq Bab . (F928)

W/2

As noted in Example 2 below (D.2.3), adding a factor g"* © to a tensor density of weight W neutralizes the

weight, and the result is a regular tensor. Here then are a few examples in which this is done. Since the
product is a tensor, there are no W correction terms.

Example J = 0 (covariant derivative of a scalar density B of weight W)

(gw/ ZB);a = aa(gW/ 2B) covariant vector (F.9.29)
(&"/?B)’* =o%(g"/?B) contravariant vector (F.9.30)

Example J=1: (covariant derivative of a vector density B of weight W)

(gW/ zBa);q = Oy (gw/ 2Ba) - gw/ 2" 4 Bn covariant rank-2 tensor (F.9.31)
(g"?B?).o =04 (£V/?B?) + g"/2 I'*,, B” mixed rank-2 tensor (F.9.32)

Example J=2: (covariant derivative of a tensor density B of weight W)

(£"%Bab):a = 0a (€"?Bab) — Paa(8"?Bup) — ™oa(g"/?Bay) covariant rank-3 tensor  (F.9.33)

(@"/%B%);a = 0u (€"/?B%) + Pan (2¥/?B") — Mua(g"/?B%) etc. (F.9.34)
(€"/?Ba®);a = 0a (87/%Ba") —T™aa(@V/?Ba°) + Ian (2/%Ba") (F.9.35)
("%B*) 0 = 0a (¢"%B™) + I"an (g"/*B™) + I"an (g"*B") (F.9.36)

F.10 The Leibniz rule for the covariant derivative of the product of two tensor densities

If A and B are arbitrary tensor densities each with an arbitrary set of up and down indices and arbitrary
weight, then the c/aim of the Leibniz or product rule is this:

(Ac—-B--).q = Ao Booe + Aces B, // Weinberg p 105 (4.6.14) (F.10.1)

Recall from the Covariant Derivative Theorem (F.7.1) that A---- and A----; 4 have the same weight, call it
Wa. Similarly, B---- and B----.4 have the same weight Wg. According to the outer product rule (D.2.3),
both terms on the RHS above have weight Wa+Wg and therefore this sum is the weight of the LHS (A---
-B----);« as well.

Proof of (F.10.1): Start with the covariant derivative of a generic tensor A in the form of (F.8.8),
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A----,4 =A-— 4 + (A index correction terms) + Wa [*xq A----

B----;4 =B---- ¢ + (B index correction terms) + Wg ¢y B---- (F.10.2)

where --- is any number of up/down indices. The "index correction terms" are those I' terms discussed
below (F.8.9). One can then write out the two terms on the RHS of (F.10.1) above as:

A----,4 B---- = A--—- 4 B---- + (A index correction terms) B---- + [Wa [™gq A---- ] B----

A---- B--—-,4 = A---- B---- 4 + A---- (B index correction terms) + A---- [Wp [gq B----] .
(F.10.3)
Meanwhile, the LHS of (F.10.1) can be written as

(A----B----) ;4 = (A----B----) 4 + (all index correction terms) + (Wat Wg) [*xq (A----B----) .
(F.10.4)
Momentarily ignoring the index correction terms, it is clear that the other terms match between LHS and

RHS. The W terms match by visual inspection, while the regular derivative terms match due to the
"regular" Leibniz rule for the derivative of a product

(A----B---) 4 =A- g B---+ A--e- B-—— 4 (F.10.5)
which is to say
Ou(A----B----) = (OqA----)B---- + A---- (0 B----) . (F.10.6)

Consider now the LHS terms called (all index correction terms) above. This set of terms can be
partitioned into two groups,

(all index correction terms) = (terms involving A indices) + (terms involving B indices) .  (F.10.7)
Let us pause to look at a simple example where ICT means we just show the index correction terms,
(AabB®%);6l™" = = TMaa(AmbB®®) — IMba(AanB™) +an (AabB™) + Ian (AapB*?) . (F.10.8)
The correction terms can be reordered in this way
= { T aa(Amp) ~T"ba(Aan) } B + Agp { T%nB™ + [anB" }
= {index correction terms for Aap } B + Aap { index correction terms for B°¢} . (F.10.9)
Just so, in the general case one has
(A----B--—-), /T = (all index correction terms)

= { index correction terms for A---- } B---- + A---- { index correction terms for B---- } (F.10.10)

and this then shows that the index correction terms on the two sides of (F.10.1) do in fact match. QED
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Once the above product rule is verified, it is then easy to generalize just as for regular derivatives:
(A----B----C----);q = A----;4 B---- C---- + A---- B--—-.( C---- + A---- B---- C--—- 4 (F.10.11)

Examples with two vectors:

(AaBb) ;o T Aa:oBp + AaBp;«
(AaBb) o = Aa;aBb + AaBb;q
(A®BP),o =A%.,B®+ A%B®.,
(AaB®);a = Aa;aB® + AaB® 4 (F.10.12)

Example with a scalar function A and a vector B:

(ABb):« =A,aBb+ ABb:a =A o«Bp+ ABp;a 1/ Aia=A «, (F.9.1) (F.10.13)

A more general example:

(Aachde);a = Aabc;cx Bge + Aabc Bde;ot (F.10.14)

Theorem: Any object X--- for which (X---);4 = 0 can be "extracted" from a covariant derivative group
which contains X---. That is to say (F.10.15)

We shall now apply this theorem in a few examples.

Example 1: Any constant can be extracted from a group.
(m A---- B-----) ;4 = T (A---- B-----) ;« // extract a constant (F.10.16)
(€% Ao B-----) o = £43¥ (A---- B-----). // €*7% = clement of perm. tensor = +£1 or 0 (F.10.17)

Example 2: Since by (F.7.19) gap;« = 0 one can always extract gap, from a group. This applies to g2° as
well. And of course it applies to gab = Sab since Sab 1S a constant.

(A= B-a) ;= (gab Arrrr B-P) o = gap(A B (F.10.18)
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This says that lowering (or raising) an index "commutes" with covariant differentiation -- one can lower
an index ignoring the fact that :a is sitting there. But we already know this must be true because we know
that the object (A----B--P--) 4 is a true tensor, and gap, can lower any index on a true tensor.

Fact: (|g[°).a=0, s=real This is |g| raised to any real power s (s is not an index) (F.10.19)
Proof: Recall from (D.2.3a) that

|g'|'w/ 2=JW |g|_W/ 2, // no R factors since scalar (D.2.3a)
Setting s = -W/2 gives

g|° = 12° |gf®

so |g'|° transforms as a scalar density of weight W = -2s. Recall next the derivative rule for a scalar
density of weight W,

B;a = O0B+WI* B (F.9.23)
which we apply with B = |g|® to find,
(1) ;o = Oalgl® -25 Ixo g
= Oalgl® -2s { (1/2)(1/g)0algl } Ig® // (F.4.2) for T™xa
=slg*™ Gulgl - s |g* ™ dalg]
=0. QED
Example 3: Since by (F.10.19) (|g|%).« = 0, |g|° may be extracted from a covariant derivative group,

( g]® A---B----);a= [g/* (A= B-—-);a (F.10.20)
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Appendix G: Expansion of (Vv) in curvilinear coordinates (v = vector)
G.1 Continuum Mechanics motivation

This Appendix assumes the usual curvilinear coordinates context, Picture B

Picture B m

, SR X-space
h sp‘f'n:e Cartesian
g g=1

(G.1.1)
Although the polyadic notation is regarded as archaic by some writers (eg, Wolfram), it is well embedded
into the literature of continuum mechanics, a field awash in tensors.

In the literature one sometimes sees, in Cartesian coordinates,

(VA)j_j = 6in = Ai,j (G12)
where the indices are the reverse of the normal dyadic definition of (E.4.1),

(BA)ij = BiAj . (G13)
For example, in continuum mechanics one encounters the so-called convective or material derivative of
an arbitrary vector field A(x,t) in the Eulerian or spatial "view" of the motion of a blob of continuous
matter,

DAi/Dt = 6tAi + VAJ_ eV = 6tAi + (aJAl) Vj = atAi + (VA);LJ Vj = atAi + [(VA) V]i

— DA/Dt=08:A + (VA) v /| = O¢A + (VeV)A = (O¢ +veV) A =D/Dt (A). (G.1.4)

DA;/Dt is a historical notation for the total derivative dA;(x,t)/dt. Here v(x,t) is the velocity field of the
moving matter blob. An example is acceleration a, where A = v,

a=Dv/Dt=0cv+(Vv)v /I =0V + (veV)v = (0r + veV) v =D/Dt (v). (G.1.5)
see Lai p 76 (3.4.3) and p 78 (3.4.8). The object (Vv), called the velocity gradient, is of great interest in
fluid mechanics. Correspondingly, the object (Vu) is of great interest in the theory of elastic solids, where
u is the displacement field.

The equation (G.1.4) written with proper index positions,

DA;/Dt = d¢A;z + (VA)i7 v5 (G.1.4)
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becomes a true tensor equation if we make the assumption shown in the next Section that (VA);I = A; 77 .
In this case, we know from the covariance theorem exemplified in (E.9.13) that, for orthogonal

coordinates, this equation will appear in terms of €p-expanded coefficients (like e5 = h'sv;) as follows:
DA';/Dt= o0:d'; + (V(l)'ij U—'j (G.1.6)

where (V@)'s 5= [(VA) @ 1*3. To actually use equation (G.1.6) in some system of orthogonal curvilinear

coordinates, one has to compute the coefficients [(VA) @ ]*3. This is done below in Section G.5 generally
and Section G.6 for a few specific coordinate systems (where A is called v) .
G.2 Expansion of Vv on e*®e’ by Method 1: Use the fact that vy, , is a tensor.

The covariant derivative vy ;5 is discussed in Sections F.7, F.8 and F.9. We shall define a true tensor
object (Vv) as vp;a so that, according to (F.9.2),

(VV)ba = Vb;a = [Vb,a— I'“ap Vel /| Vb,a = OaVp X-space
(VV)'ba= Vb;a = [Vb,a— " ap Ve] . /I'V'p,a=0aV'p x'-space (G.2.1)

If x-space is Cartesian, then I' = 0 as in (F.4.16), in which case
(Vv)ba = Vpb,a ™ OaVp (G22)

s0 (VV)pa = Vb :a aligns with our dyadic (Vv) object (E.4.4) in Cartesian space.
As shown in (E.2.14) one can expand the rank-2 tensor vp; 5 in either of these ways,

— i j _ c _ —
VV—Zij Vi;ju ®ll:l Vi;j = [Vi,j -I ij Vc] =Vi,j —6jVi
_ i j _ c
Vv = Zij V'i;j (Y ®e3 V'j_;j = [V'j_,j -1 ij V'c] (G23)

where the u® are the Cartesian basis vectors in x-space, while e are the reciprocal base vectors.
According to (F.5.6) with Fig (F.5.2), the affine connection I'' in x'-space is given by I' '®ap =
Ra(0'aR'p"). When x-space is Cartesian, R = 1 and then ® =R (F.5.3), so

s =R®(F'aRp")
I3 = R%(O'3R:) . (G.2.4)

Inserting this into the second expansion of (G.2.3) gives
Vv = Zij V'i;j ei®ej V'i;j = [(6’jv’i) - Rck(é’jRik) V'c]

or
Vv =335 [(VV)®];; e*®ed [(VV) 115 = [(8'3v'1) — R%(0'3R:5) Vie] . (G.2.5)
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Note that the expression shown contains only x'-space coordinates and objects. The (e) superscript tells
us that this matrix element of operator (Vv) is taken in the e, basis, see Section E.7:

[(Vv) (]335 =<es|Vv]e5> = (es)" (Vv) es=ei o (VV)e5 —e; * (VV) = e5 (G.2.6)
bra-ket matrix dot of vectors dyadic
Recall now the third identity from (F.2.1),

(aaRdn) =- Ren Rdm (aaRem)

(F.2.1)
This was derived for Picture C1 of (F.1.1) with x on the left and & on the right. Adjusting this to Picture B
of (G.1.1) with x' on the left and x on the right gives the first line below, and then an index shuffle gives
the second line,

(a'aRdn) =- Ren Rdm (a'aRem)

/I a—>j, d—1i, n—k
(@'5R:") =— R Ri™ (0'sR®y) . (G.2.7)
Then,
RO(@'3R+¥) =~ R% R" Rs™ (93R®) = 8% Rs™ (@'5R%m) = Ri"(0'3R%) (G.2.8)
so that (G.2.5) can be written in this way,
Vv =35 [(VV)®]i; e*®e? [(VV) () ]i5=V's,5= [(8'5V's) + Ri"(@'5R%y) V'e] . (G.2.9)
We shall use this second form for [(Vv)‘®] ij below.

Footnote: A variation of the above development would be to start this way, using the expansion of
(E.2.12) on the left, and using (F.9.3) on the right,

VVZZij Vi;j lli®llj Vi3 = [Vi,j‘f‘rijch] :Vi,j:ajvi

Vv =35 v, 5 e;Qe vy = vt 5T e vl (G.2.10)
Eq (G.2.4) says ''"ap = R%;(0'aRp"), but (F.1.10) gives the alternate form shown on the first line below,
and then an index shuffle gives the second line,
F’cab

i
I'"%5¢

~Rp" (0aR%) //i—m, then c—i, a—j, b— ¢
o Rcm (6'jRim) .

Then (G.2.10) says

Vv=3i5 [(VV) @]} e;®e?

[(VV) @15 =v*,5 = [(@3vh) - R™® (@5R ) v (G.2.11)
which is similar to (G.2.5) but applies to the down-tilt index configuration.
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G.3 Expansion of Vv on e ®e? by Method 2: Use brute force.

Method 1 is perhaps elegant in that it makes use of tensor transformations and the affine connection I.
But a simple brute force method is really just as simple and does not require knowledge of I' and
covariant differentiation. Instead of using the e*®e3 notation for basis vectors, here we use the alternate
notation e*(e3)” which works for rank-2 tensor expansions. Recall that e*(e9)T is an NxN matrix as
illustrated in (E.5.3) for N = 2.

In this brute force method, start with the Cartesian-space expansion,

(VV) = Zea(V¥)ae u@u®T = Zeg(deva) uu®r . // note that ug = u® in Cartesian space  (G.3.1)

This expansion is the second line of (E.2.14) using the matrix notation (E.5.3), u® ® u® = u%u®" .

To express things in x'-coordinates, first write
dava = (R*ed'1)(RIgv'y) = R*[(@'iRIq) v'j + R34 (8:v'5)] . (G.3.2)
ducT

The next step is to express the matrix u as a linear combination of e%ef”. We start with the

orthogonality rule # 1 of (7.6.4) .
8% = Ry RP; // implied sum on b, as usual (7.6.4)
We know that

(en)i = Rni (7181)
(u™); =8% (7.18.3)

so the above orthogonality rule says:

(u™); =Ryp" (eb)i = u® =Ry eP
or u? =R e . (G.3.3)

Taking the transpose of both sides (sum of column vectors to sum of row vectors),

u™ =R2e™ = u’T =R efT . (G.3.4)
Combining these last two results gives

uutT =R AR e® efT = RARCe® e . (G.3.5)

The expansion (G.3.1) of (Vv) may then be written,
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(Vv) = (VV)ae uducT = (Ocva) uducT

= R*%:[(0'iR3q) V' + R34 (@:v'5)] {Re*Re%e® e} //(G.3.2) and (G.3.5)

(R R*)[Re? (0'1R7g) V'3 + (Re¥ RIg)(0'1v'y)] €° €F*

[Red (a'ijd) ij + (avave)] ee efT
= Zer [(VV) @ e €®ef”
where
[(VV)® e = (@'ev'e) + Re® (0'eR%a) V'3
or
[(VV) 115 = (@'3V's) + Ri™(8'3R ) V'3
This agrees with (G.2.9) obtained by the previous method.
G.4 Expansion on e;®e; and €;®¢;
Reversing the index tilts in (G.2.5) [as justified in (E.2.12)] one gets
Vv = Zij V'i'.:.I ei®ej

where v?*73 =g3gIP v . = g3 TP [(Ov',) + RA(ObR ) Vie] . //(G.2.9)

Then since e; = h'; €; one gets yet another expansion (more generally see Section E.8 ),

Vv =35 (v Iy hy) 8085 = Xy [(Vv) @) )55 8:08;

where  [(VV) @ lig =h'i by v = h; by g2 [(@pv'a) + Ra™(O'bR%n) Vel .
Here is a summary of results so far:
Vv =335 [(VV) @115 e'®ed  [(VV) i35 = [(@3V'1) + Ri™(@'3R ) V'e]
Vv =335 [(VW) @15 es®e?  [(VW) 11 = [(@3v) — R™ (0'5R w) v'°] .

Vv=245 [(V0) O] es®e5  [(V) ] = g% [(@5V'a) + Ra"(O6Rm) V'e]

3" [Re? (0'iR¥g) V'3 + 867 (0'1V'5)] €2 T // orthogonality twice

(G.3.6)

(G.3.7)

(G.3.8)

(G.4.1)

(G.4.2)

(G.2.9)
(G.2.11)

(G.4.1)

Vv =545 (V) @1 8,085 (V) @1 = by g2 [(@v'a) + R"(OsR%) V] (G.4.2)

(G.4.3)
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One could replace v'a = g'aqv'® in any of the above results. For example, the last object becomes
[(V0) DT = by h'y g*%g7 [(@plg'aav]) + Ra"(@R%m) (geav™)] - (GA4.4)
Another choice is to use the ¢ components of v obtained when expanding v on the €, ,

Vv=3avTen= Zo v (h'a€n) =2 (h'a v™®) €, =Z, 0™ €, = ¢e?=h',v®  (G4.5)

so one then replaces v'™ = h'y Ye™. The same object above then becomes
[(V0) T = h's by g22g9 [(Ob[g'aa M'a e]) + Ra"@pR ) (gea hla  er?)] (G4.6)

As discussed in Section 14.7, the components ¢™ are convenient since they all have the same dimensions.
Moreover, when a specific curvilinear system is selected, one can dispense with the unpleasant font used

in '™ and just write @™ = vy (ny. For example, in spherical coordinates 1,0, :

vl=v, w?= Vo v = Vo V=2,

n

en=vl+ Veﬁ + Vo o . (G.4.7)

In Chapter 14 the scripted variables have no primes because Picture (14.1.1) is being used instead of
Picture B.

G.5 Orthogonal coordinate systems

1ab — hy —283,1)
a

In this case g'ap = h’328a,b and g and things simplify. The four expansions (G.4.3) become

(there is no change in the first two expansions)

Vv =255 (V)5 e'@e?  [(V) ]335 =[(@3V's) + Ri"('5R ) V'e]

Vv =335 [(VW) 15 es®e?  [(VW) 11 = [(@3v) - R™ (0'5R w) v'°] .

Vv =35 (VW) @1 ei®e5 (VW1 =hi 2 h5 2 [(0'3v's) + Ri™(@'3R ) Vie]

Vv=555 (W)@ 85085 (V) @1 = sy [(@5v) + Re®(05R%) Vi) (G5.1)

The (G.4.6) version of [(VV) @ 1*3 becomes,

Pij [(VV) (g)]lj — hvi-l hvj-l [(alj[hviuvi]) + Rim(aijCm) (hvculc)]
= hy 7 h T hae ™)) + Ri%@'5RPe) (hpe®)]  // m—d,e—b

— hvi-l hvj—l [ (avjhvi) uvi + hvi(aljuvi) +h'i2Rid(a'ijd) (hlbuvb)] (G52)
T2 T3 T1

where R;¢ = g's.R®, g”® =h';2R*4 is used to put all R's into their down-tilt form.
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This object P*3 shown above can be computed in Maple by a simple program which is easily modified for

other orthogonal curvilinear systems. The first task is to obtain the R matrix from the inverse
transformation equations x = F~1(x"), where we assume spherical coordinates as an example. In this code,

N = 3 and p means prime, as in hp =h".

[> xp[1l] := r;
xpy=r
:} xp[2] := theta;
xpo =0
::} xp[3] := phi;
xpg =
f:} assume (r>0,theta>0,theta<Pi) ;
>
[:} x[1] := r*sin(theta)*cos(phi) ,
xy=r s B cos( )
:} x[2] := r*sin(theta)*sin(phi),
X =r sinf &) sinf §)
:} x[3] := r*cos(theta)
xg =rcos(9)
(> Vp := vector( [v[xp[lll,vIxp[21],vIxp[31] 1 );
i Vo :=[vr,ve, v¢]
(> 8 = (i,]) -= diff(x[il,xpl[il);
o 5}
S_:=(3,j)%%xi
> 85 = matrix(N,H,S_);
s 8) cos(d)  roos{B)cos(d)  —ram(8) sl
S=|snl8) sin{d)  reos(S)sin(d) #sind9) cos(d)
i cos( ) —r sin{ 9 ]
[> R := simplify(inverse(S))
[ sin(8)cos(dy  sinl®)sinld)  cos(8) |
cos{doos(8)  am{d) cos(Q) =)
R= r r - r
_sm(d) cos(f) 0
Foeml ) Foami 8 i

(G.6.1)

Then one needs the scale factors hy' from the metric tensor g' = S”S in (5.7.9) [developmental notation],
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gecov = simplify(evalm( transpose(S) &% 8));,
1 0 0
goov =0 r2 0

oo r2—r2 cos(8)2
for n from 1 to H do hp[n] := simplify(sqrt{gcov[n,n])) od;,

hp] =1
hpz =r

hpg =r s (G62)

The terms T1,T2 and T3 shown in (G.5.2) are then entered,

P = (V) D1 = porh's™ W57 (@5h's) ¢ + Wy(@5e) + 03 "RYa(@3R%) (hpeD)]  (G.5.2)

T2 T3 T1
[> T1 := (i,3j) -> (hp[il)"2 * sum(
sum(R[i,d]*Diff(R[b,d],xp[j]1)*hp[b]l*Vp[b],d=1..H),b=1..H) ;
A N a
Ti_=)) =2 2, | 2 Ri,d[_ax .Rb,dJ}apb ",
I b=1td=1 £
[> T2 := (i,3j) —-> vpl[il *diff(hpl[il,xpl3l1)
a
T2 =001 —=Vp, | — hp,
_= (50 = Vp, [axpj pIJ
> T3 := (i,j) ->hpl[i] * Diff(Vpl[il ,xpli]l) -
a8
Ti_=00y=hp | T .
Hlagp, 3
J (G.6.3)
The terms are then added and simplified and out pops the result,
[> P_ = (i,3) -> (L/hp[il)*(1/hpl[jl)*(value(T1l (i,3j)) + (T2_(i,3)) + T3_(i,3));
value(T1_(7, i) +Te_(i, 70+ T3 {5, /)
P o=, —=
I i
[» P :=matrix(N,N):
[> for n from 1 to N do
for m from 1 to H do
P[n,m] := expand(simplify(P_(n,m))) ;
od;
L od;
[>» evalm(P) ;
>
_ B B _
3 Vg am' " Vo apr
—v, ——+ ——
ar 7 r r P ren(8)
2 a
a V. a8 cos(e)v¢ %ve
Vg T+ -— +—
ar 7 r F sinf &) Fsinf 8)
2 3
3 " v, cos(8)vg 470
— e —+ +
Lar ¢ - ro rsin(@®)  rein(@)] (G.6.4)

Below are some sample results (including the above):
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(VV) = Zij Pij é\i é\jT

Pt = [(Vv) @]

e P*3 in polar coordinates (where 1,2 =r,0) :

e PJ in cylindrical coordinates (where 1,2,3 =r1,0,7) :

Appendix G: Expansion of (Vv)

The polar coordinates results are seen to be the upper-left 2x2 piece of the cylindrical results.

e PJ in spherical coordinates (where 1,2,3 =1,0,¢) :

ot

-—+

3
Ve @0 "

r r

Ve

r

J

"9

cos( &) Vi

a7
+
»oo ran(a)

2
28

Fostni 6

cosl 8 vy

+
r ozt 8

8
ap

+
F sl 8

+
Fosinf 8

(G.6.5)

// agrees with Lai p 57 (2.33.23) (G.6.6)
// agrees with Lai p 60 (2.34.5) (G.6.7)
// agrees with Lai p 64 (2.35.25) (G.6.8)

By entering the usual inverse transformation equations x' = F™*(x), and with suitable small alterations, the

above Maple code can compute Vv in any orthogonal curvilinear coordinate system in any number of

dimensions N.
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Appendix H: Expansion of div(T) in curvilinear coordinates (T = rank-2 tensor)
H.1 Introduction
The object of attention in this Appendix, divT, is expressed this way in Cartesian coordinates,
(divT)* =o5T* (H.1.1)

where T*3 is a rank-2 tensor. One can regard the above equation as describing the normal divergence of
the "vector" which forms the i*® row of the matrix Tij. In general (that is to say, under general
transformations F), the rows of Tij are not tensorial vectors, and that is why (divT)* is not a tensorial
scalar. Nor, in fact, are the (divT)* as defined above the components of a tensorial vector! As shown in
Section H.3 below, divT will be redefined as a true tensorial vector which equals ajTij in Cartesian
coordinates.

H.2 Continuum Mechanics motivation

The vector divT arises for example when Newton's 2nd Law F = ma is applied to a particle of continuous
matter, in which case this law is known as Cauchy's Equation of Motion,

divT + pB = pa // Lai p 169 (4.7.4) (H.2.1)

In this equation T is known as the Cauchy stress tensor, p is the mass density of the particle, B is any
action-at-a-distance force (body force) per unit mass (such as gravity), and of course a is the acceleration
of the particle.

Under rotations and translations the quantity (divT)* = 8jTij is a tensorial vector, p is a tensorial scalar,

and a and B are tensorial vectors. As one would expect, divT + pB = pa is covariant in the sense of
Section 7.15 under these kinds of transformations.

More generally, if (divT)? is taken to mean T2, as shown in the next Section. then (H.2.1) is a true
tensor equation under any transformation x' = F(x). Then as shown in (E.9.13), equation (H.2.1) stated in
terms of €,-expanded coefficients takes the form

(died)' + pRB' = pa' (diwg)* = [(divT)® ]} (H.2.2)

where e, are the tangent base vectors for some system of orthogonal curvilinear coordinates. One again,
in order to use this equation, one must compute the coefficients [(divT) ‘®’J* and this task is done below.
The result is rather complicated, as shown in (H.5.7). For spherical coordinates, the three components of
(dieF)* = [(divT) (e) ]* are displayed in (H.6.3), where each component is seen to have seven terms.
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H.3 Expansion of divT on e, by Method 1: Use fact that T3, is a tensor.

As shown in (F.9.9), the following object transforms as a rank-3 tensor,

T4 = 04T® +T2n T + [P T2 = 0, T®®  //x-space [g=1,T =0 (F.4.16) ]
T ,q =0T +T2%, T™ + [P, T" // X'-space (H.3.1)

Contracting b with a yields the following tensorial vector equations,

(divT)*= T3,y = 6, T // x-space , ' =0
(divT)? =T, =0pT"® + "% T™ + [Py, T // x'-space (H.3.2)

Note that the Cartesian space statement (divT)® = T is obtained, as noted in the opening comments
above. As in (E.2.10), the vector divT can be expanded as

divT = Z,(divD)? ea (divT)? = [(divT)® 2 // divT in the ey, basis (H.3.3)
Recall from (F.1.10) that

= R% (aRpd) // for Picture C1 in (F.1.1)
I =—Rp* (GaR®:) . (F.1.10)

Adjusting from Picture C1 to Picture A,

X-space S,R &-space x'-space SR Xx-space
g G g g

the last equation above becomes the first one below. We then shuftle indices to get the second line, and
contract a with b to get the third:

I"a=—Rp* (@aR®)  //do b—n then a—b then c—a

"%, =—Ryt (0'pR?;) // next, contract indices a and b

I'™pn=—Ra" (@pR:) . (H.3.4)
Installing the last two lines into the second line of (H.3.2) then gives

(diVT)'a — 8vbTvab + r'abn T.nb + r’bbn T.an

=0pT'® —Ry* (0pR?;) T™ —R,* (0RP;)T™ . (H.3.5)

The conclusion is that
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divT = Z,[(divT) P e, (H.3.6)
[(divT)® ]2 =0 T'®® — R (@pR?;) T™ — Ryt (0R°:)T'™" // sum on n and b

The vector divT = Z4(3,T*®)ua has thus been expressed in terms of x'-space coordinates and objects,
and as usual the e, are the tangent base vectors in x-space.

H.4 Expansion of divT on e, by Method 2: Use brute force.
Start with the known expansion of divT in Cartesian x-space, as in (E.2.10),
divT =; [divT] us = 23 (05T ) u; . (H.4.1)
Compute
(85T = (R*0a)(Ror* Rer? T™'%)
=R?Rp*Re 3 (02aT®®) + R¥ Ry (0aRe'?) TP +R*j RevI (0 Rp ) TP
=(R*Rc))Rp ™ (3aT®'®) + R*jRp ™ (@aRe?) T®'®" + (R*jRe?) (FaRp ") TS
= 3% Rp'* (@2 T®' %) + R*j Rp* (0aRe' ) TP + 8%+ (0aRp' ™) T
= Rp* (02 T®'®) + R¥Rp* (@aRe) TP + (0aRpH) T®'2 . (H.4.2)
In (G.3.3) it was shown that u™ = ZpRy,™ €°. This is valid with indices tilted the other way, as the regder
can show mimicking the derivation of (G.3.3) or by raising and lowering labels using (7.18.1) " = g"™* e;
and (7.18.3) u™ = g™ uz and (7.5.9) R.° = g'aa R*'p g2 ° . The result is
u; =< R% e, . (H.4.3)
Inserting (H.4.2) and (H.4.3) into (H.4.1) gives, twice using orthogonality rules (7.6.4),
divT =%; (05T*9) uz
={(R%Rp'") (@aT®®) + R* (R" Rp'") (PaRer?) T®'® + R (FaRe'™) T %} en
= {8%: (02 T®'®) + R* 8% (FaRe) T™'®" + R% (0aRp ) T®'?} e
={ (@aT™) + R* (0aRe ) T™ + R™ (8aRp' ) T %} eq
= Z[(divD) " e, (H.4.4)

where
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[(divT)® "= (@2 T™) + R?j (0'aRe:?) T™ + R% (0aRpH) T2 . (H.4.5)
The third identity in (F.2.1) says
(0aRg™) = —Re" Rg™ (0aR®p) 3. // for Picture C1 of (F.1.1) (F.2.1)

Adjusted to Picture C1' of (F.1.4) this becomes the first line below, then the next two lines are obtained
by index shuffles,

(8‘aRdn)' =_ Re’.‘ R4" (0aR®%p)  //do d—c', n—j
(@aRe?) =~ Re? Rer™ (0aR%)  //doj—i
(@aRp' ) =—Re* Ry ™ (9'aR%) . (H.4.6)
Inserting these last two lines into (H.4.5) gives,
[(divD) (' * = (@2 T™®) + R?; (0'aRer?) T™ + R™; (8'a Ry ) T2 (H.4.5)
=(0aT™) — R*j R Re'™ (0aR%) T ~ R% Re* Rp'™ (9aR%w) T
=(0'aT™) — 8%Re'™ (0'aR%0) T™ — 8 Rp™ (0'aR%n) T™'2 // orthog.
=(0aT™) — Re'™ (0'aR%) T™' — Rp™ (0'aR™m) T™ 2. (H.4.7)
Reverse the order of the last two terms,
[(divT) @ P = (82 T™®) — Rp'™ (0'aR%) T®'® — Re'™ (0'aR%x) T™ . (H.4.8)
Replace summation indices m—1i, a—b,
=@ T™) — Rp'* (0pR™) T®® — Re'* (8pR®) T™C' . (H.4.9)
Finally, change n—a and then ¢'— n and b'—n,
[(divT) @ ]* = (@ T™®®) — Rat (0R?:) T™ — Ry* (0R%:) T™®. //sumonnandb (H.4.10)

This is seen to match the result (H.3.6) of the previous Section. The brute force method is in fact not too
bad and requires no explicit use of the affine connection I,

Technical Note: In the above expression one can write for example Rni(a'bRai) = g'nmR™:(0'pR?;). Then
using the fact that R™;R®; = g™ one finds R™;(0'sR?*;) + R*;(0'pR™;) = (0'pg™*) which then allows the
replacement Rp*(0pR%:) = g'am (b 2™) — g'nm R*:(@pR™;). This kind of transformation leads to an
alternate form for divT, still with all down-tilt R matrices, but the index structure is different. This other
form appears when one does the "brute force" method starting with (05T 5) instead of (8jTij). Of course
in Cartesian space these two objects must be the same.
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H.5 Adjustment for T expanded on (¢;®¢;) and divT expanded on ¢,
In the above, it has been assumed that T*3 is a rank-2 tensor so that, in the notation of (E.2.11),
T= ZijTij(lli®llj) = ZijT'ij(ei®ej) . (H.S.l)

If one is interested in an expansion of T on the unit vectors €; where e; = h'; €; this becomes

T= Zi5[T*h'h'] (8:085) = zij[T‘é’]ij (8:®85) (H.5.2)
One then has
[TEPE =pshyTH = TH=p ey Tien (H.5.3)

If one is interested in this form of the T matrix elements, then one is likely also interested in this
expansion for divT,

divT = Za[(divT) D P ea = Zn { [(divT)® P s} 84 = [(divD)© > &, (H.5.4)
where then

[(divT) @ 1® = a[(divT) 2

=h'a[(@p T — Ry* (0pR?:) T™ — Ry (6pRP:) T // from (H.4.10)

— h’a * { alb (hla—l hvb—l [T (é) ]ab) _ Rni (abeai) hln—l hvb—l [T(é) ]nb
~ Ra (@R o i, T2 3/ from (H.5.3)
—ha* (O (a2 Thy ) [T@ P — Ry (@R W P hp [T //a(xy) =dx y +x dy
+ha 7 hp ™ (@ [T®T) - Rt (@pRP) a0yt TR

(H.5.5)
Now

O (W'a™ 'y ™) = O'p(h'a hp) ™ = — (s h'p) ™ O'p('a h'p) = —h'a™ hip ™ Op(h's h's)

so the above sequence for [(divT)‘®) ] continues,

h'a * { _ hva—2 hvb—2 avb(h'a hvb) [T (&) ]ab _ Rni (abeai) h'n_l hyb—l [T (&) ]nb
+ hya—l hyb—l (8’b [T (e) ]ab) _ Rni (avabi) hva—l hvn—l [T (e) ]an }

{~ha™ 072 Op(hla ') [T — Wahln™ by ™ g'an R™ (ObR®) [T
+ hvb—l (a'b [T (e) ]ab) _ hvn—l gvnm Rmi (avabi) [T(e) ]an } (H56)
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where recall that R®; = R™ since x-space is Cartesian. In the last form only the down-tilt R matrix

appears which simplifies calculation with Maple. This and all other results above are valid for general
curvilinear coordinates, orthogonal as well as non-orthogonal.

At this point we specialize to orthogonal systems, so (H.5.6) becomes

T1 T3
[V T* = (b ™ by Ot hip) [T — iy by ™ W R™ (OR) [T
+h ™" (@B [TT™) ~ I'a R (0R®) [T
T2 T4 (H.5.7)

Even for an orthogonal curvilinear coordinate system, the form of this tensor divergence is amazingly
complicated. Here it is expressed in terms of the down-tilt R matrix and the scale factors, and as usual
repeated indices are summed.

H.6 Maple: divT in cylindrical and spherical coordinates

The above object [(divT) @ ]® can be evaluated by Maple code very similar to that shown in Appendix G
for (Vv). The main difference is the set of entry lines for the terms,

[=> Tl := (a) -> sum( -(1/hplal)*(1/hp[b]"2)*Diff(hp[al*hp[b],xp[bl)*Tel[a,b], b=1..H);
d
N [apr Py kpb} Tea s
Ti_=a— -
B b=1 by hpy?
> T2 := (a) -> sum((1/hp[b])*Diff(Te[a,b]l,xp[b]l), b=1..H)
3
N Bpr Teaﬂb
7_=a— ki
| =1 B
[> T3 := (a) ->» sum{ sum( sum(

—h;[a]*(l/hp[b])*hp [n]1*BR[n,il*Diff(R[a,i] ,xpl[bkl)*Ten,b] b=1..3),i=1..3),n=1. .3},

a
3 3 3 kpa kp?ﬁ Rn, i [3pr Ra, iJ Ten, b
Ti_=a— Z Z Z -

n=1w=1=1

Ppr

:3> T4 := (a) -> sum( sum( sum(
~hp[n]*R[n,i]*Diff(R[bk,i],xp[k])*Te[a,n],b=1..H),i=1..N) ,n=1. .H)

T —as % [% {% [—kpﬁRn’i[éRb,i] Tea,nm

L pelu=iiest (H.6.1)
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Here are some results for [(divT) @ 17 ="divT," :

o cylindrical coordinates (where 1,2,3 =1,0,7) :
a8

—T
_ a asn8 (3 Tag T»
diviy = ;Tr,r + r + ;Tr,z -, + h

a2

—T
_ Tar [ a8 ‘8.8 (3 Ta
dvTy=——+| =Ty |+ ———+| =T |+

#

—T
_ 2 3628 (3 r
d:vT3:= B_Tz,r + + _T,z +

P
/I agrees with Lai p 60 (2.34.8,9,10)
(H.6.2)

e For polar coordinates (divT),,e and are given by the first two lines above with the 0, terms set to 0.
These polar results then agree with Lai p 58 (2.33.32,33).

o spherical coordinates (where 1,2,3 =1,0,0) :

J a3
—7T —7T
3 sa' 8 aprnt Tgg Tpg T, cosBT, g
dile =T + +— - - + 2 + :
gr 57 r Foam 87 r r 7 sini 87
. 2.
a¢ B’ ¢ bt e, 2] TB, - COS(B) Te’ o) a COS(G) T¢" ¢| T.?", o)
T F r Fosini Q) dr 57 o 9 r
L. =7
de, o COSI:E':',I Te’ ¢| a 8¢ ¢|, ¢) 25 ¢|, 2] COS(B) de, ) Tr’ ¢l
diviy =2 + : —T +— + + . +
r sini 8 g b7 rsin{ 8 r Fsm 8 r

(H.6.3)
The expressions above agree with Lai p 65 (2.35.33,34,35).
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Appendix I : The Vector Laplacian in Spherical and Cylindrical Coordinates
I.1 Introduction

This appendix assumes the usual curvilinear coordinates context, Picture B,

Picture B m

, SR X-space
h sp‘f'n:e Cartesian
g g=1

(L1.1)

In this Section the vector Laplacian is computed in two different ways, each associated with a particular
"tensorization" of its Cartesian form. The second method, though less pleasant than the first, gives insight
into why the vector Laplacian always includes the scalar Laplacian of the field components. It is in this
inclusive form that results are usually stated in the literature.

In passing, it should be noted that the vector Laplacian is not just an idle mathematical curiosity. It
shows up for example in the wave equations for electric and magnetic fields in a vacuum,

(V2 +KHE(x) =0 (V2 +k)B(x) =0 k=o/c EB(x,t)=E,B(x)e " (1.1.2)

In continuum mechanics, it appears for example in the Navier/Cauchy equation which describes the small
vector displacement field u in an isotropic elastic solid,

Podt’u = poB + (A+u)Ve + p VZu e =div u = dilatation //Laip 216 (5.6.9) (1.1.3)
or
PoOtu = poB + (A+p) (grad div u) + p VZu

Here po is the unperturbed mass density, B the body force, and A and p are the two Lamé constants which

describe an isotropic elastic medium. The vector Laplacian makes another appearance in the better-known

Navier-Stokes equation which describes the vector velocity field v in an incompressible Newtonian fluid,
p [ dev + (VV)V] =pB - Vp + nv3v // Lai p 361 (6.7.6) (I.1.4)

where p is the mass density and p is pressure.

As in previous Appendices, for orthogonal curvilinear coordinates and based on (E.9.13) we can express
the above equations in primed scripted €,-expanded coefficients,

(V2B)' +K2B' =0 // vector equation (Helmholtz)

(VZB)'* + K2R =0 // components (I.1.5)
poﬁtzu' =poB' + (Mp) (grad div u)' + p (V) // vector equation (Navier/Cauchy)
PoOt2u'* = poB'* + (M) (grad div u)'* + u (V2u)' // components (1.1.6)
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p[ o' + (Vo)'e'1=pB' - (Vp)' + W(V3e)' // vector equation (Navier-Stokes)
p[ O + (Vu)'iju'j] =pB"* - (Vp)'i + W(V2e)'* // components (L.1.7)

In our non-script ) notation the objects appearing in the above equations may be written
wt = [u(é) I =h'su* // similarly for other vectors
(Vp)'i =[(Vp) @) I} =h'; 0*p'(x') where p'(x') = p(x) = scalar field, see (10.1.13)
(grad div u)'* =h'y o™{ (1/\/? )0's (\/E' w'/h'y)} //see Gin (13.1.17)
(V2B)* = [(V2B) O = [(0B) @) =y [(#B) @) = by (¥B)* = (o)
= treated in this Appendix. See (1.2.10) for (%B)"* . (I1.1.8)

As noted in (E.8.5), the primes on scripted variables correspond to the primes on the names of the
curvilinear coordinates which are x™ for Picture B. In Picture M&S of (14.1.1) the primes on scripted
variables go away, but here we are using Picture B.

1.2 Method 1 : a review
In (13.3.4) it is shown that, in Cartesian coordinates,

V2(By) = [ grad(div B) — curl(curl B) ]n V2 =050
or
VeV (Bn) = [V(VeB)— Vx(VxB) ], . (1.2.1)

When all components are considered in a single equation, one could write

V?(B) = grad(div B) — curl(curl B)
or
VeV (B) = V(VeB)—- Vx(VxB) (1.2.2)

and this is frequently done (see examples cited in the previous Section). Since VZ(B) * 6j8j B in
curvilinear coordinates, it seems notionally safer in our current context to use a different symbol for the
vector Laplacian operator, and following Moon and Spencer we use ¥ so the second last equation above
then says:

»B = grad(div B) — curl (curl B) . (1.2.3)

Since [¥B], agrees with V?(B,) in Cartesian coordinates, and since we know how to write div, grad and
curl in curvilinear coordinates (Chapters 9,10,12 or Chapter 15), the right hand side of the above equation
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provides our "first method" of writing ¥B in curvilinear coordinates. In (15.7.8) it is shown that the
proper "tensorization" of the above equation is given by

(#B)* = (BY,5)" — g7/ %e"(g 7 %e,4eBY) 0 %B = (%B)" u,, (1.2.4)
and therefore, in x'-space (x' are the curvilinear coordinates of interest),

(¥B)™ = (B75)"" ~ g™/ 2" B(g ™ 2epae B 0 ¥B = (¢B)" e (1.2.5)
where (B" ;5) = [div B]' = [div B] (a scalar). The object &B is a normal vector (weight 0), assuming B is

a normal vector. Doing various simplifying steps, we then arrive at the following expression (15.7.18)
which lends itself to calculation:

(®B)™ =™ {(1A[g") d:(\g B*)} “B = (¢B)™ e,
— (IAfg) g™ 6% 0c { (INg) gae(@alesB ) } (12.6)
where £™°? is the usual permutation tensor (¢™°% = £”°%). In this notation, B'* is an official x'-space

contravariant vector component.

We are often interested in working with vectors which are expanded on unit vector versions of the
tangent base vectors. In such a unit vector expansion of a vector, a script font has been used for the
components. One has,

B™ = 3"/h', en =h', €, B =B e, = B¢, h', = scale factor (1.2.7)

which leads to this rewrite of (1.2.6),

(&B)™ =™ {(1A[g") 8:(\[g BL/h's)} %B = (GB)™ e, (12.8)
— (Afg) e e o { (INg) gae(@algbeB/'E]) }

or, as we will use it with unit vectors,

(&B)™ =h'y O™ {(1A[g) 9:(\g BH/h'5)} 4B = (&B)™ &, 1.2.9)
— ha(IA[g) &% e de { (1Ng) gae(@algbeB/e]) }

Specializing to orthogonal coordinates yields the form we shall use below for computation in Maple,
T1

(EB)™ = (1/h'y) dni(1Ag) 0:(\g BH/h'y)} 4B = (&B)™ &, 1.2.10)
— (WaAg) £ 6% 0 { (1) N (@a[h'sB™]) }
T2
The second term could be written as two terms by reducing the product €™® £'%®® into &8 - 85 in the usual

manner, but Maple is happy to just "do it" as stated. And for non-orthogonal coordinates, the reduction of

g™ £°2 is much less friendly (see (D.10.18)) and then one would want to use the g¢ product as is.
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1.3 Method 1 for spherical coordinates: Maple speaks
In this Section, the following notation is used:

9311 :Br 9312 :Be 9313 :B(p
B=%B"8, =B;& +Bolo +By&, =B f +Beb +Byd . (1.3.1)

Maple begins in the same manner as shown earlier in (G.6.1), the idea being that this code could be
modified for any coordinate system,

N := 3;
MN=3
xp[l1l] := r;
xpy=r
¥xp[2] := theta;
xpy =4
xp[3] := phi;
py =4
assume(r>0,theta>0,theta<pi) ;
x[1] := r*sin(theta)*cos(phi),
x =rsin(8) cos(¢)
x[2] := r*sin(theta)*sin(phi)
xo =p a9 sl d)
x[3] := r*cos(theta),
xg =roos(8)
Bp := vector( I[Blxpl[ll],Blxpl2]1]1,Blxp[31]1 1 );
Bp = [Br’ BB’ B¢]
S_ = (i,3) -> diff(x[i],xp[3])/
S_:=(1,J)%?pjxj
s = matrix(N,N,S_);

sinf B cos(d)  roos(8) cos(d)  —rsmlS) smld)
A= an(@) smid)  roos(@emid)  rsm{9) cosd)
cos(9) —r sini &) 0
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gcov = simplify(evalm( transpose(S) &* S5));
1 0 0
geay =| 0 r2 ]

o o r2 —r2 005(6)2

for m from 1 to H do hp[m] := simplifv(sqgrt{gcov[m,m])) od;

}zpl =1
}zp2 =r
hp3 =rsinf &)

sq gp := hp[l]l*hp[2]*hp[3];

gg_gp = r2 sinl ) (1.3.2)

The last object is \/g' , where hp[n] =h'y . The next chunk of code computes the scalar Laplacian of an

unspecified function f, and this expression will be used below in parsing the vector Laplacian results. The
Laplacian expression comes from (11.6) with g"™" = (l/h'nz) On,m:

Here is the formula to be used for computing the regular Laplacian:

[lap fl(x) =[1Ng'(x)] &' [ V') h'n 2(x") (@nf'(x)) ]

lapf := (1/sq_gp)*sum(Diff(sq gp *
hp[n]*(-2)*Diff(f(xp[1],xp[2],xp[3]1),.xpInl),xplnl) , n=1. .H)

g
(20 (2o o[Zao Zero o o T
Brr =) arf(r, g9 ||+ aesm(@) aef(r, 4| [+

) in(
ez = : b =[]
o osm( 8
subs (£(xp[1],xp[2],xp[3]1)=op(0,£(xp[1],xp[2],xp[3]1)),value(expand(%)))
y 2
2 o[2) L
o [ ] G a? >
T Ty T
T lar 7 sin( &) r 7 sin( &)

(13.3)

The subs command used here (and more intensely below) removes the arguments of the function f for
purely cosmetic reasons (see our Maple User's Guide for details, operands section). The arguments are
added in the first place to prevent Maple from thinking the unspecified function f'is a constant.

Next comes a low-budget implementation of the permutation tensor eps(a,b,c) = £3°°

b
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eps := proc{a,b,c)
if type(a,numeric) and type(b,numeric) and type(c,numeric) then

if (a=1 and b=2 and c¢=3) then 1;
elif (a=1 and b=3 and c¢=2) then -1
elif (a=2 and b=1 and c¢=3) then -1;
elif (a=2 and b=3 and c¢=1) then 1;
elif (a=3 and b=1 and c¢=2) then 1;
elif (a=3 and b=2 and c=1) then -1
else 0;
£fi;

else 'eps(a,b,c)’';

£fi;

end: (1.3.4)

The two terms of (%8)'™ in (1.2.10) are then duly entered, along with their sum "starB" ,
(#B)™ = T1™ + T2"
TIM = (Uhn) &nf (1Ng) @1 (Vg B'3/0'5))
T2"= - (Wahfg') 700 g9 &of (A7) e (@a [y B]) }

Tl := (n) -> (lfhp[n])*sum(Diff((l/sq_gp)*
Diff(sq_gp*Bpl[il (xp[1],xp[2]1,xp[31)/hplil,xp[il) ,xp[nl),i=1..N)

A 59_g Bplxpq. xpo, Xp3)

N
§: a aq% kg
4 &xp,, 59_gp
TH=n—
kpk
T2 := (n) -= —(hp[n]/sq_gp)*sum(sum(sum(sum(eps(n,c,d)*eps(d,a,b) *Diff((l/sq_gp) *

hp[d]"2*Diff (hp[b]l*Bp[b] (xp[1],xp[2],xp[31),xplal),xplc]l),a=1l..H) ,b=1..H),c=1..H),d=1..H);

2
v | v | wv|w hp 42 ghpbﬁpb(x}’l’@?@B)J
o

d
hp, Z Z Z 2 epeln, o, d)epaid, a, b) | —

2
d=1he=1kp=1lg=1 e o

Z=n—-
5q_gp
starB:= (n) -> Tl(n) + T2(n):
(1.3.5)
In the following code, we use this notation, similar to (I.3.1) for vector B,

ql_ = (&B)"" = (¥B):
Q2 = (%B)™ = (&B)e
PB_ = (2B)” = (¥B), (1.3.6)

and in this notation Maple computes the components of the vector Laplacian :
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gl := expand({value(starB(1l))):
"subs(Bp[1] (xp[1],xp[2],xp[3]1) = op(0,Bp[1]l(xp[1],xp[2],xp[3]1)),ql) ":
"subs(Bp[2] (xp[1],xp[2],xp[3]1) = op(0,Bp[2](xp[l1l],xp[2],xp[3]1)),%)"

ql := 'subs(Bp[3](xpll],xpl[2],xp[3]) = op(0,Bp[3]1(xpl[l],xpl[2],xp[3]1)),%) ":
ql_;
2 2
—35 25 2 a_Br ) (33} B_Br
B, 5% | 4? cos(8) By 78 270 ap? s 265)  26?
—2—+2 et s -2 -2 = St —
r r ar P e 9) r PUan(E) T sml(E) P e 9) r
q? := expand(wvalue(starB(2))):
"subs (Bp[1](xp[1]1,xp[2],xp[3]1) = op(0,Bpll]l(xp[1],xp[2],xp[31)),q2)":
"subs (Bp[2]1(xp[1],xp[2],xp[3]) = op(0,Bp[2] (xp[1],xp[2],xp[31)),%) ":
q2_ := '"subs(Bp[3](xp[l],xpl[2],xp[3]) = op(0,Bp[3] (xp[l1l],xpl2],xp[3])),%)":
q2_;
2 2
25 2 8 [EB] 8_39 ) (EB J 8_38 L
golr cos(8) By =B 58] By ae? o9 3e%0)  ag? 8 [ g°
Ty T, ot Tt TR, oty ot 2%
r P osm{ ) o sl 8 r » P osmi ) P80 " ar
g3 := expand(value(starB(3))):
'subs(Bp[1](xp[1],xp[2],xp[3]) = op(0,Bp[1l]l(xp[1],xp[2],xp[3]1)),93)":
'subs(Bp[2](xp[1],xp[2],xp[3]1) = op(0,Bpl2] (xp[l1l],xp[2],xp[31)),%) ":
q3_ := 'subs(Bp[3](xpl[1l],xp[2],xp[3]) = op(0,Bp[3](xpll],xp[2],xp[3]1)),%) ":
q3_;
a 62 B a ’ B a
£ £ — 2 2 - £
aplr ® [%BGJ 22 | eoste) By eo(®) (aeBdJ By oae? | 70 (o
2 +2 + - + -—+ +2 +| =55
sin( ) 7 in(®)% % ran(8) P2 an(8)° N S P
1.3.7)

See comment below (1.3.3) about the Maple subs commands (purely cosmetic).

1.4 Method 1 for spherical coordinates: putting results in traditional form

It turns out that in each component of the vector Laplacian stated above, 5 of the 9 terms can be
represented as if they were the scalar Laplacian acting on the component in question. Here is how it
works, where we now use the well-known spherical coordinates Laplacian (which Maple has computed

using (11.12) with 1,2,3 =r1,0.¢ and h; = 1, hy =1, h3 = rsinf as shown above in (1.3.1) ),

V3 = (1/1*)0:(1?0.f) + (1/1%sin0)e(sinBef) + (1/1%sin?0)0p*f =

1+2 3+4 5
2 2
2 o2 Ly
o (82 | =I5 ae? °
S BT L T
T \ar F sin(9) r F sin(9)
| 2 3 4 5 (14.1)
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ql ;
2 2
Ly 25 ‘g B_Br 8 (EB] B_Br
B 5t | 8° cos(8) By 578 70 a2 s 56 %) e
22 B2 —e— -2 = P —
r i & sl e r Fooemi{EY T sml 8 P osin 8 r
1 2 5 3 4
(1.4.2)
Therefore
(¥B)y =V3(B;) - (21%)B; - (2/r%)cot(0)Be - (2/1°)deBe -(2/1%sind) 9By
= V3(By) — (2/1?) [ By + coth Be + 0eBe + cscd 0,B, | (1.4.3)
q2_;
2 2
2 . 2 Zpy (2 T 2
BGB" cos( &) Be cos( &) 8836 Be. 392 A B¢' cos(8) a¢2 arBB 82
STy T 2 T Tt i 2 2 ) e HR:
r 7 osin(8) rosmnf8) r F Fosinl &) 7 osin(8) " ar
3 4 5 1 2
(1.4.4)
Therefore
(%B)o = V3(Be) - (1/%) [ - 2 6By + cot?0 B + Bg + 2 cotfcsc0d,By |
=V2(Be) - (1/%) [csc®0 Bg - 2 9By + 2 cotbcschd,By | (1.4.5)
q3_;
2 2
25 ) [iBJ B_Bcb 2 5 (ig ] 8_34) 25
apr %) g2 cos(8)” By P55 Fy ] By g2 ab |8
2 e Yt T 2 Tt e 2%
# sl 9) o sin( ) P sl E) o sin(8) # sl 8 r r " 5
5 3 4 1 2
(1.4.6)
(¥B)y = VA(By) - (1/%) [csc®0B,, - 2¢5¢00,B; - 2cotfcscfd,Be | (14.7)

Each component is seen to have nine terms.

In this manner, we end up with the components of the vector Laplacian expressed in the traditional
manner,

(¥B)y = V*(By) — (/) [ By +cotd Bg + 0gBe + cscO 0yBy ]
(¥B)o = V*(Bo) — (1/1%) [csc®0 B —2 0eBr  + 2cotfcschd,By |
(¥B), =V?By) — (1/1%) [csc?0 By — 2¢5c00,B — 2cotfcschd,Be ]
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where  V2f = (1/1%)0(r®0xf) + (1/r%sin®)de(sind8ef) + (1/r%sin?0)8,>f
= (2/1)0f + 02+ (cotd/r?)def + (1/1%) B*f + (1/%5in®0)0,° (1.4.8)
The curious reader might wonder why, in each case, five of the nine terms of the vector Laplacian
components can be represented by the scalar Laplacian acting on the component. This question is
answered in the following Section.
1.5 Method 2, Part A
In the Method 1, described in Section 1.2 above, we used this tensorization of the vector Laplacian,

(FB)™ = (B ,5)"— g% (g M g " Ble ) a (1.2.5) (L5.1)
An alternative tensorization is stated in (15.8.2),

(&B)*=B"3 5 . (1.5.2)
These two tensors must be the same since the tensorization of a Cartesian form equation is unique and this
fact is verified in Section 7.8. Our Method 2 is to use this B™’?, 5 tensorization to compute once again the
components of the vector Laplacian.

Recall covariant derivative example (F.9.9),

B* 4 =04 B*® + % B™ + I, B*" (F.9.9)

Since B*’® is a rank-2 tensor one can apply the above example to B2’ in place of B* to get a result of
identical form. The second line below is the desired index contraction (I.5.2) with a—n and b=a — j :

Ba;b;q an Ba,'b _’_rauk Bk,‘b + rbqk Ba;k (153)
B™3;5 =05 B™ + 17 BYY + T BYE /T3 = (IAfg) &g ) asin (F42)

Next, recall covariant derivative example (F.9.5), with a whole sequence of index shuffles following

Ba;ot _ 80( Ba 4 g“ﬁl"aﬁn Bn // do B_>b and n—s (F95)
B®'®* = 5% B2+ g®I?, B® // do n— a and a—j

B3 = B4 P, BT/ donook

B*'3 = 93 BX + gIPr*,, B® // do k—n and j—k

Bk — gk Bn_|_gkbrnbs BS (1.5.4)

Insert the last two of these expressions into the second line of (1.5.3) to get,

B™/3 5 =0;5[07 B™ + gPT™ps BS] + I™5x[07 B* + g3°T% s B®] + 735 [0% B™ + ¢°T™ps B] . (1.5.5)
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Combine the second last term with the first,

Bn;j;j =05 Qj B® + rjjk(aan )] . .
+05(g7°T™ps B%) +M3x[07 B + g0 B®] + T 53¢ T s B] . (130

Since no terms have been dropped, we are still "covariant" and in x'-space everything gets primed,

an;j;j — [avj avj an + l—wjjk(akayn )]
+ alj(gvjbl—*vnbs BVS) + l—wnjk[avj ka + gvjbrvkbs BVS] + rvjjk[gvkbl—wnbs BvS] (157)

Using F'jjk = (1/\/@' ) 8'k(\/§' ) from (F.4.2), the first two terms of (I.5.7) can be written this way,
[0'5 89 B+ T35(@*B™)] =[05 07 B™+ (1Ag) dx(g') (¢*B™)] =lap(B"™) (15.8)
and we recognize this as being lap (B™) based on (15.5.6),
lap £=00™f' + (1Ag ) @a(g ) (@) = [1Alg'] da[Ng (@) .  (15.5.6) (1.5.9)
Therefore (1.5.7) can be written as,
B™/3;3=1ap(B™) + &'5(g7°T ™ps B'*) + ™ 5x[07 B™ + g 7T "pg B'*] + I 3x[g""T "ps B'°]
=lap(B™) + Extra Terms (1.5.10)

So we see why the scalar Laplacian of B'™ appears in (2B)". Basically lap(B™) is the B™'7 5 term within
B™3 5 | the only term that survives if ' = 0.

1.6 Method 2, Part B

Unfortunately, we don't want to see lap(B™) in (1.5.10), we want to see lap($B"™)! Consider then this
rewrite of (1.5.9), using (1.2.7) that B™ = 8"/h'y,,

lap (B™) =lap (B™/h'n) = [0'; 87 (B"/h'n) + (1A[g)) dx(g') (8% (B"™/h'n))] . 1.6.1)
One computes the pieces as follows:

6']' avj ($rn/hvn) — avj alj ($rnhv—ln) — av] [(avjﬂrn) hl—ln + g}rﬂ(avj hv—ln) ]

= (8'509B™h' ™, + (3B™) (85 h™n) + (05 B™NEI WL, + B (@5 0T hTLy)

= (0507 B™) W' +2(07B™) (05 L) + B (0507 WYy (1.6.2)
6'k (ﬂrnmln) — [(a‘k-.(l}'n) hv—ln + t(,}vn(alk hv—ln) ] (163)

so that (1.6.1) becomes,
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lap B™) = (8'507B™) h'™ 1, +2(078™) (@5 h ™) +B™ (0507 h™1y)
+(INg) Ox(g @ B™ ™ + BP@* ™) ]

= b, {(03098™) + (1Afg) dx(g )@*B™) }
+ 2(6VJ$ID) (avj hv—ln) + 9 m (avj avj h'-ln) + (1/,\/§v ) avk(,\/gv ){Bm(avk hv-ln)

=h"1, lap (B™) // (1.5.9) for {..}
+ 2(a|j$;n) (av] hv-ln) + R™ (avj av] hv—ln) + (1/,\/g ) avk(,\/g )J ;n(avk hv-ln)

=h"1, lap (8™) + Other Terms ) (1.6.4)
The conclusion so far from (1.5.2) and (1.5.10) and (1.6.4),
(&B)™ = B™3. 5= lap(B™) + Extra Terms (1.5.10)
= ht, lap(8B™) + Other Terms] + Extra Terms . (1.6.4) (1.6.5)

As before, our interest is with the expansion %XB = (%B)™ €,. Since (¥B) is a vector like any other
vector, we write (%2B)"™ = (%8)"/h', as in (1.2.7) so that (1.6.5) becomes,

(Z=B)'™ = lap(B™) + h'y, [Other Terms + Extra Terms] . (1.6.6)

This result applies to any x'-space curvilinear coordinate system, orthogonal or otherwise. Thus we have
demonstrated why it is that lap(8™) always appears as part of the vector Laplacian component (%8)'".

We copy the Extras and Other Terms from (1.5.10) and (1.6.4),
Extra Terms = '5(g'7°T s B'S) + '™5x[07 B + g3°T *yg B'®] + T34 [¢*°T s B'] (1.6.7)
Other Terms = 2(078™) (8'5 h™*n) +B™ (87 &'5h7%) + (1Ag) Ik g)B™(@*h™ ).  (1.6.8)

Rather than attempt algebraic simplification of the above terms, we will just throw them into Maple as is.
Replacing B'® = $B'S/h's in Extra Terms and "lowering" the differential operators appropriately, one gets

Extra Terms =
avj(gvjb r’nbs fB’s/h'S) + ijkg'jsa's(«(/}’k/h'k) + l—*vnjkgvjb r'kbs t(BIS/hvs + Fljjkgvkb Fmbs {I}’s/h’s

ETI ET2 ET3 ET4 (1.6.9)
Other Terms =
2(g7% 0 B™) (@'3h'a™Y) +B™ (03 0% + (1Ag) Ok B @*ha ™)
OT1 OT2 OT3 (1.6.10)
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1.7 Method 2 for spherical coordinates: Maple speaks again
In Method 1, there was no need in the Maple calculation for the affine connection object of (F.4.1),

[ =(1/2) g% [Oagbc + Obgea — 0'cab] (L7.1)
which in orthogonal coordinates simplifies to

[ap=(1/2) g™ [8% Da(h’s?) + 8%0b(1'a®) — 8ab da(h'a”)] - (17.2)

This last form shows that T' %4 = 0 unless two indices match, in which case it might not vanish. For
coordinate systems like spherical and cylindrical coordinates, I '@,y is "sparsely populated", and this
explains why won't be swamped by all those Extra Terms shown above.

For spherical coordinates, only 9 of the 27 elements of the object "%,y are non-zero :

r'lzz =-r r'zlz = F'221 =1/r // notation: r'lzz =T"ge
F'133 =-T sin29 F'313 = F'331 =1/r
F'233 = -cos0sin0 F'323 = F'332 = cot0 //1,2,3 =r1,0,0 =radius, polar, azimuthal
{ 00 O } 0 1/r 0 0 0 1rnr
= 0 r 0 re =[ I/r 0 0 } re =[ 0 0 cote} (1.7.3)
0 0 -rsin®0 0 0 -sinfcosO 1/r cotd 0O

Note that each matrix is symmetric since [®pc = ®cp.

To maintain generality, however, we let Maple compute ['%,p, = G(d,a,b) from (I.7.1), so

[ap = (1/2) g% [ Jagbe + Obgoa — Ocglav] (17.4)
Compute the affine connection. o
gcontra := inverse(gcov)
1 0 0 i
1
o — 0
2
goontrg = r
1
oo - —2 2
=1 +ecos(8)7 ]

G := (d,a,b) -> (1/2)*sum(gcontra[d,c‘.]*l_(Diff(gcov[b,c'.],xp[a]) + Diff(gcov[c,al,xplbl)-
Diff(gcov[a,b] ,xplcl)),c=1. .H);

N
1 Z a a 2
F=(d,a b)— 5 gcommd’ - %gcovb’ s T agcovc’ al~ agcova’ b

c=1
value(G(3,3,1)): simplifv(3%:)

~

The Extra Terms are then entered, as shown above : (1.7.5)
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Extra Terms =
0'5(27° T™pg B'°/h's) + T35 @350 (B /) + T ™50 T™pg B'/'g + T3 g™® T B3/
ET1 ET2 ET3 ET4
Compute ET = "the extra terms"
ET1l := (n) ->

sum(sum(sum(Diff(gcontralj,bl*G(n,b,s)*Bp[s](xp[1l],xp[2],xp[3]1)/hpls],xpl[j]l),b=1. .H),j=1..H),
s=1..H);

ETl=n— 2, | 2|2

s=1yi=1vb=1

N[N N[

a gcommj’ p Gln, 8.5) Bp (5p{, 3. 2P
axpj kps

ET2 := {(n) ->

sum(sum(sum(G(n,j, k) *gcontral[j,s]*Diff(Bp[k]l(xp[1l],xp[2],xp[3]1)/hplk],xpls]),j=1. .H) k=1..H),
s=1..H);

v v v a Bpk(Xpl:ng: ng)
ET2=n— Z Z Z Gin, f, k) gcommj s 6‘_—
s=1vk=1%=1
ET3 := (n) ->» sum(sum(sum(suam(
G(n,]j,k)*gcontralj,bl*c(k,b,s)*Bp[s](xpl[l],xpl[2],xp[3]1) /hpl[s],b=1. .H),j=1. .H),s=1. .H),k=1..H)

’

kpk

N N N N Gin, f, k) gco;szmj’ b Gk, b, &) Bps(xpl, xPo. xp3)
El=n— 2> | 2|2 p
E=1ls=14i=1ks=1 Ps
ET4 := (n) ->» sum(sum(sum(suam(

G(j,],k)*gcontralk,bl*G(n,b,s)*Bp[s](xpll],xpl[2],xp[3]1)/hpl[s],b=1. .H),j=1. .H),s=1. .H),k=1..H)
& NN NGk geontray 4, Gln, b, ) Bp (xp (. xpo. 7p3)
Efd=n— > [ 221> ’

E=1ls=14i=1ks=1 s
(1.7.6)
And then the Other Terms are entered as well,
Other Terms =
2(g7° 0 B™) (05h'n™) +B™ (@5 070a ™) +(1Alg) k(g B @*h'n™) (1.7.7)
OT1 _ ) OT2 OT3
oTl := (n) ->

sum{sum(2*Diff(1/hp[n],xpl[jl) *gcontral[j,s]1*Diff(Bp[n] (xp[1l],xpl[2],xp[31),xpls]),j=1..H),s=1.
WH)

N [N

a 1 2}
0Tl =n — Z Z 2 — | geontra, | T Ep (xpl,xpz, xpB)
) xp, kp o E | Gy T
s=14=1 FC g
0T2 := (n) -> sum(sum({gcontral[j,s]*
Diff(Diff(1/hp[nl]l,xpljl),xpls])*Bp[n]l(xp[1l],xp[2],xp[3]1),J=1. .H),s=1. .H);

N[N

a a 1
o2 =n — Z Z geontra, | T—|T———||&p (xpl,xpz, xp3)
i By, Bxpj by, 2

s=14i=1
OT3 := (n) ->

sum(sum((1/sq_gp)*Diff(sq_gp,xp[jl) *gcontralj,s1*Diff(1/hpInl,xpls])*Bpin] (xp[1l],xp[2],xp[3]
),3=1..H),s=1..N);

a g 1
W i [g sg_ng gconﬁmj’ s [;ps ] Bpn(xpl, P, xp3)

.
0T =n—s >, | S~ -

s 1hiz1 54 _EP

(1.7.8)
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Maple now computes the non- lap($B™) terms shown in (1.6.6), called starBx(n) in the code,
(Z=B)'™ = lap(B™) + h'y, [Other Terms + Extra Terms] . (1.6.6)

The final results are then generated :

starBx := (n) -> hp [11]*(ETl(n)-;-ET2(11)+ET3(11)+ET4(11)+0T1(11)+0T2(11) +0T3(n) ),
starBx =»n —>»‘zpM (ET1(m) + ET2(n) + ET2(n) + ET4{n) + OT1{x) + OT2(x) + OT3(n))
value(starBx (1)) :simplify(%) :expand (%) ;

3 2
cos(®) By(r, B, 0)  zglaln 8 ) %B(b(n 500 B(r6¢)
-2 —2 -2 -

sin( ) e sin(6) .

value(starBx(2)) iexpand (%) :simplifv (%) : subs(cos(theta)"2=1-sin(theta) ™2, %):expand(%),

2

a &
, 55},(& 8, 4 cos(8) [%qu(r g, (b)] Be(r’ g, ¢)

- 2 sin(8)° P sin(8)°

value(starBx(3)) :expand (%) :simplify (%) : subs(cos(theta)"2=1-sin(theta) ™2, %):expand(%),

g g
cos(9) [%BG('F’ a, ¢)J Bq;(’“’ 8 ¢) —Bir. 8 )
- +2

2 N
sinf ©)° r° sinf ) r° sl &) r°
(1.7.9)
Recall that results of Method 1 were,
(®B)r = V?(By) — (2/1%) [ By + cotd Bg + deBe + csc 0,B, |
(¥B)o = V*(Be) — (1/1%) [csc®0 B —2 0eBr  + 2cotfcschd,By |
(®¥B)y = V2(Bq,) — (1/1%) [csc?0 By —2csc00yBr — 2cotOcscO0,Be ] (1.4.8)

One then sees that the non-scalar-Laplacian terms just computed as (1.7.9) by Method 2 exactly match the
non-V? terms in (1.4.8) as found by Method 1.

L.8 Results for Cylindrical Coordinates from both methods
The Maple program was easily modified for this system. Here are the results:

3311 :Br 3312 :B(P 3313 :Bz
B=%B"¢, =B€; +By€y +By€y =B +Bed + B2 . (1.8.1)

The scalar Laplacian of an unspecified function f :

V3 = (1/1)(rf) + (1/1%)0,%f + 0,°f =
1+2 3 4
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2
7 s
o [62 } a¢2 [82 ]
—+ I+ +| s
r 2 2 22
(1.8.2)
1 2 3 4
The components of the vector Laplacian are found by Method 1 to be
ql ;
2
) 2 L)
B atr |8° b [ a? 30°
-— +|—8, |-2——+|—38
2 » 3 2 7 2 822 r 2
! 4 i g (1.8.3)
1 2 4 3
Therefore,
(¥B)y =V3(By) - By/t? - 20,By/* . (1.8.4)
q2_;
2
2, Lo 2,
avr a0t [ | By at [
2 By |-t +|—58
2 2 52 0 2 52 0
! g g ! (1.8.5)
3 4 1 2
Therefore,
(%B)y = V3(By) - By/t” +20,B,/1* . (1.8.6)
q3_;
LA
Z —_
3° " oz |8
— 5 |+ + +|—8
6‘22 § r2 " 8r2 §
(1.8.7)
4 3 1 2
Therefore,
(%B), =V*(B,) (1.8.8)
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as befits a component which is Cartesian. In this manner, Method 1 produces the components of the
vector Laplacian expressed in the traditional manner,

(¥B)y =V3(By) — (1/%)[By + 20,B,]
(¥B)y = V3(By) — (1/1%)[Bg — 20,B:]
(¥B), =V3(B,)

where V2f = (1/1)0¢(tf) + (1/1%)0p2f + 0.2f = 32 f +(1/1)0cf + (1/1%)02f + 0,°F (1.8.9)

Method 2 produces the following results for the terms which are added to the scalar Laplacian,

starBx := (n) ->

hp[n]*(ET1(n)+ET2(n)+ET3 (n)+ET4{(n)+0T1({(n)+0T2(n)+0T3(n)) ;
marﬂx:=9e—%kpn(Eﬂﬂ(n)4—ET2(M)4—ET?(H)4—EIﬂ(n)4—OTT(M)%—OT?(&)%—OT?(M))

value(starBx(l) ) :simplify(%):expand(%)

a
%Btb(r’ h, 2} Bir.2)
> _
2 2
r Iy
value(starBx(2)):expand (%) :simplify (%) :subs(cos(phi)“2=1-sin(phi) "2
, %) :expand (%) ;

&
20 AT Z Byr 4.2)
> _
2 2
Iy r
value(starBx(3)) :expand (%) :simplify (%) : subs(cos(phi)“2=1-sin(phi) "2
, %) :expand (%) ;

0 (1.8.10)
and these are seen to agree with non-V? terms in (L.8.9),

(¥B)y =V3(By) — (1/%)[By + 23,By]
(¥B)y =V3(By) — (1/1%)[Bg — 20,Bx]
(%B), = V?*(B,) (1.8.9)

In cylindrical coordinates the I object is even sparser than in spherical coordinates. One has

' =(12) W'a 2 [6% da(h’n?) + 8%0b(M'a?) — 8ap da(h'a?)] .

oy =-r // notation: r,,= oo
[?5,=1/r
=1 /11,23 =10,z
r o z
[ } [ 0 1/ 0} r {0 0 O}
= 0-r 0 = 1r 0 0| o =000 (1.8.11)
000 0 00 z 000
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so only 3 of 27 components are non-vanishing.

Hand Calculation of I for cylindrical coordinates

From a simple polar coordinates picture one knows that
df =do dp=-do t . (1.8.12)

Then from (3.4.2) with 8 — ¢, we have this situation for cylindrical coordinates,

er =€ =1 = de; =df =do § = do (ey/r) = (1/r)do ey
eq,=r(’[\) = de‘P:d(r(’ﬁ) =rdp+dro= r(—d(p’15)+dr(/|§=—rd(per+(dr/r)e‘P
e, =2 = de;=0. (1.8.13)

Therefore only 3 of 9 partial derivatives are non-zero,

Orer =10 Orep = (1/r)eg Ozer =10
Opexr = (1/r)eq OpCp = -Ter Ozep =10
0zer=0 Ozep =0 0zez=0 . (1.8.14)

Since we are in the Picture A context of Fig (3.4.3), we use (F.1.11) which says

[ = e o (T'aep) . (F.1.11)
Then
=g eqe (0aep) =h'c?ece (daep) . // no sum on ¢ (1.8.15)

For our situation with x' = (r,¢,z), we find that for I, to not vanish, one must have ab = o¢r, r¢ and ¢
since all other (0'sep) = 0 in (1.8.14). In each of these cases only one I' component survives due the
orthogonality of the base vectors :

1“"",,,,,, = hq,_z €p® (8q,e,,,) = I‘_2 ep® [-re:]= 0

F'zq,q, = hz_z ez ® (&Peq,) =]*eye [-rer] =0

er‘P‘P :hr‘z e, o (aq,eq,) =1%*e, o[ -rey] =rftef =-r

1—“(prtp = h(p-z €p ® (areq)) = I'_2 €y ® [(l/r)eq,] = I'_2 r (/I\) ° (’[} = (l/r)

FW(pr = hq,_z €p ® (G(Per) = 1‘_2 ep® [ (l/r)e(P] = r_2 r (/I\) . (’ﬁ =(1/1) (1.8.16)

These results agree with (1.8.11).
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Appendix J: Expansion of (VT) in curvilinear coordinates (T = rank-2 tensor)
J.1 Total time derivative as prototype equation

This appendix assumes the usual curvilinear coordinates context, Picture B :

Picture B % = F(x)
" SR X-space
K sp:ace Cartesian
g g=1
(J.1.1)

The total time derivative of a contravariant rank-2 tensor field T*3(x,t) can be written as

dTH(x,t)/dt =0T 3/at + (6T /ox™) (ox¥/dt) = aT*3/ot + (T*3/ox*) vk
or

de T = 0, T*F + (8, TH) vE . /] de = d/dt, de =0/0t, Ok = dlOx" (J.12)

We take this as a useful prototype equation for two reasons. First, it contains our object of interest, which
is the gradient of a rank-2 tensor, & T*2. Second, this equation plays a role in the continuum mechanics of

non-Newtonian fluids as discussed in Section J.6 below.
One can define, in Cartesian coordinates, a (VT) object :

(VT) 3, = o, TH (J.1.3)
so that, from (J.1.2),
deTH =0 TH + (V) I vE. (J.1.4)

Comment: Our convention has been to bold vectors and not to bold other tensors. In line with this idea,
we shall write VT where the grad is bolded and the T is not bolded.

In order to express the above equation in curvilinear coordinates, it must be "tensorized" in the sense of
Section 15.2 so that the equation is covariant. Thus, (VT)*3x must be regarded as components of a
(mixed) rank-3 tensor which, in Cartesian coordinates, are equal to & T*?. Since v* are the components of
a tensorial vector, (VT)*3,v* transforms as a rank-2 tensor, and then all terms in the above equation are
rank-2 tensors and the equation is then covariant and therefore appears this way in x'-space,

de T3 = 0, T + (V)3 vk (J.1.5)
In our usual formalism, x'-space is the space of some generic curvilinear coordinates x"™ (not necessarily

orthogonal) and then (J.1.5) tells us the form taken by the time derivative equation in curvilinear
coordinates, and it remains only to compute the objects (VT")* 7y .
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For convenience, we can lower the tensorial ij indices on the above tensor equations to get
deTi5=0¢Ti5 +(VT)igx vk (VD)isx = okTij // Cartesian coordinates
deT's5 = 0eT's5 +(VT)'15x v // curvilinear coordinates (J.1.6)
and then we can deal with the pure covariant tensor components (VT)'s jx .

As in previous appendices, we shall be interested in (J.1.6) stated in €,-expanded coefficients according
to the covariance idea of (E.9.13),

deF'i5=0e5"55 + (VI) i3k '™ J.1.7)

where the components (VJ)'s5x = (VT Y33k = [(VT) @ 1*3* are computed in (J.7.8) below and evaluated

for specific orthogonal coordinate systems in subsequent equations.
J.2 Computation of components (VT)'; 5x

The covariant derivative is discussed in Sections F.7- F.9. We shall define a true tensor object (VT)apc as
Tab;« Which is defined in (F.9.6),

(VT)abc =Tap;c = Tab,c - 1—‘nacTnb - 1—‘nbcTan = Tab,c =0cTab / X-Space
(VD)'abe =T'ab;c =T'ab,c — IMacTop — M™beT'an - // x'-space J.2.1)

Recall that Tap,, c is a shorthand for . Tap, and that I'®,y, is the affine connection which tells how the basis

vectors change as one moves around in space. In Cartesian x-space (first line above, see also Picture C1 in
Fig (F.1.1)) the basis vectors are the fixed u, which don't change, so ' = 0 as in (F.4.16). In
curvilinear x'-space, I'"°ap # 0. Since Tap;c transforms as a true rank-3 tensor, its defining equation is
"covariant”" (Section 7.15) so that in x'-space the equation has exactly the same form but everything is
primed.

The above two lines characterize the process of "tensorization": we find a true "tensorial tensor"
Tab;c Which agrees with (VT)ape = OcTap in Cartesian space. The tensorized version of Tap, ¢ is unique
(as shown in Section 15.2), and it is Tap;c . Since this tensor is given by T'ap;c in X'-space, we use the
second line above to compute the components of the tensor (VT) object in x'-space, which is to say, in
curvilinear coordinates.

It is a simple matter to have Maple compute I'"®,, for any curvilinear coordinate system, and then the

second line in (J.2.1) reports out the components (VT)'ape,

(VT)'abc =0'cT'ab — 1—“nacT’nb - 1—"nbcT'an

[ =(1/2) g% [ 0ag'be + Obgca — 0O'cgab] // (FA4.1) (J.2.2)
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where g'ap, 1s the metric tensor in x'-space. Then we know from (J.1.6) how to write the time derivative
equation in any curvilinear coordinates,

deT'35=0eT's5 + (V)13 V™
or
dtT,ij _ atTyij + (VT)yijk Vvk (VT)vijk _ gvii'gljj '(VT)vivij . (J23)

In (I1.3.2) we show Maple code to compute the covariant metric tensor g'sj from the curvilinear
coordinates' defining equations (such as x = rsinfcos for sphericals). Then (I.7.5) shows the extra code
for computing g*? and I''“,y, . The reader can then add a few extra lines to have Maple compute the

desired (VT)'abe using the equations (J.2.2) above. Later in this Appendix we shall use Maple to compute
certain related quantities which we can then verify against a known source.

J.3 Tensor expansions of VT on the u, and e, base vectors

It is useful at this point to write out the tensor expansions for the rank-3 tensor (VT) to show exactly
where the components (VT)'ape appear. As shown in (E.2.11) and (E.2.14) one can expand the rank-3

tensor (VT) in various ways. The first line below shows expansions on x-space basis vectors, while the
second line shows expansion on the reciprocal and tangent base vectors (which also exist in x-space) :

VT = Zijk Tij ;k lli®llj®llk
VT = Eijk T’ij :k ei®ej®ek

Zigk (VD)™ i v*@uIQu* = Zigx (V)™ 2% u;Ou;@uy
Tisk (VD) ® i3k e'®eI®e* = Zi4 [(VT) ) ]3* e;Qe;5®ey .
(J.3.1)

As usual, up and down index positions on T are the same for the first line in Cartesian space, but are

significant on the second line (for non-orthogonal coordinates). The superscripts on the (VT)™ and
(VT)‘® components indicate which basis vectors are being expanded upon. One normally just writes
(VT)™ =(VT), and (VT)® = (VT) where the prime indicates the curvilinear x'-space. So, we now have
three different notations for the expansion components:

Tisie = (VD)™ ]igc = (VDisk
Tijx = (VD ik = (VD) '13x - J.3.2)

Just to fill things out, here are the corresponding expansions for rank-2 tensor T, again from (E.2.11) and
(E.2.14),

T= Zij Tij ui®uj = Zij [T (u)]ij ui®uj = Zij [T (u)]ij ui®uj Tij = [T(u)]ij
T= Zij T'ij el®e3 = Zij [T(e)]ij el®e3 = Zij [T(e)]l:j ei®ej T'j_j = [T(e)]ij (J33)

and then for a rank-1 tensor, as in (7.13.10),

v=yiviut = I vh et =3 vl e = 35 v vi=[v™];
v=3iviet = % v®et =3 v®Trer = 25 vites Vi=[v®7: . (J.3.4)
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J.4 Tensor expansions of VT on the ¢, base vectors

In practical applications, it is sometimes useful to deal with components of tensors which are expanded on
the unit versions of the tangent base vectors, en= e/ len] = en/h'n . On the one hand, this introduces
major complications (see below) since such components are non-covariant (neither contravariant nor

covariant nor mixed). On the other hand, since the unit vectors are all dimensionless, all tensor
components have the same dimensions, which is very useful in any practical engineering work. We shall
refer to such tensor components as "unit-base-vector components".
This subject is addressed below (E.2.14) and in Section E.8. We start with one of the (J.3.1) expansions,

VT = Zijk (VD)@ 1% e;®e5Qex = Zise (VI)** e;®e;Qex (J.4.1)
and process it in this manner ,

= Zag (VD17 (0'381) © (0'385) © (k)

=%k (i by (V)% ) 80808

=g [((VD)® 1% 2,08,08, where [(VT)® 1% =h; h'y by [(VT) () ]23% (J.4.2)

If our x'-space coordinate system happens NOT to be orthogonal, then the up/down position of the indices
on [(VT)(‘g)]ijk has significance. This is so because, as shown near (E.2.11), these indices are lowered
by W'nm = €n ® € . For an orthogonal system, one has W'nm = €n ® €m = On,m and then the up/down
positions of the indices on [(VT) @ ]*3% all indicate the same number. One should not confuse this with
the fact that the up/down position of an index on any true x'-space tensor like (VT)*3* is always
significant, whether or not a coordinate system is orthogonal, because in general g'ap, # 92, b.

Now for convenience later, we make one more definition,

(Vg2 = [(VT) O 1% = 1y 1y by [(VT) 1% = iy by e (VT 3% J.4.3)
where we follow our convention that the components of unit-base-vector tensors are written in script, see
(E.8.5). (The symbol J is a script T , not a "tau" t. )

Similarly, we can write the unit-base-vector expansion for a rank-2 tensor T,

T=%s; [T®19 8;08; where [T©75=n; by [T (J.4.4)
with the definition

gH =T =gy TP =py by T (J.4.5)

Finally, for a vector v,
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v=3; [V(é)]i €; where [V(g)]i =h'; [v©®7* (J.4.6)
with the definition
i o (8)9E el ro (@) 9 ot rd
¢ = [v ] =0 v ] =hy v J.4.7)

In terms of the scripted unit-base-vector components, our three expansions are:

VT =256 (VI)H* 808508 (V) 3 = h'y by by (VT)'*3*
T= zij 5‘ij ’e\i®'e‘j 5‘ij = h'i h'j T'ij
v=3; 0t & et=hyvt . (J.4.8)

The scripted tensor components have indices which are integers, i = 1,2...N. Once we actually select a
particular curvilinear coordinate system, one can replace the indices with curvilinear coordinate names
and then, since those names indicate that one is talking about x'-space components, and since we just
assume we are dealing with unit-base-vector components, both the script and the prime position can be
dropped. For example, in spherical coordinates with 1,2,3 =r,0,¢ one can write

( V5)1123 — (VT)retp
5!12 — Tre 5|11 — Trr

v? =v° el =v" (J.4.9)

As noted below (J.4.2), if a curvilinear coordinate system is orthogonal (and this is generally the case, and
is certainly the case for spherical coordinates), then the up/down position does not matter and one writes

(VF)*23 = (V) 123 = (VT)zee
5112 — Tre 5111 _ Trr

v = Vo el =v; . (J.4.10)
Notice that the scripted forms are always necessary when summations like X; 5 are involved, unless one
is willing to write out all the terms in the sum, which is a bit clumsy. The continuum mechanics book of
Lai et al., which we shall refer to below, avoids summations in curvilinear coordinates and thus has no
need for our scripted components.

J.5 Total time derivative equation written in unit-base-vector curvilinear components

Recall from (J.2.3) our prototype time derivative equation of interest in x'-space,

dtT'ij — atTvij + (VT)’ijk vk J.5.1)
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How does one write this equation in terms of unit-base-vector tensor components? We know that for
orthogonal coordinates the answer is (J.1.7) based on covariance. Here we shall answer the question for
general coordinates, and shall show that (J.1.7) "obtains" for orthogonal coordinates.
From (J.4.5) and (J.4.7) we had (no implied sums here)

g3 =h'; hy T o* =hy v* (J.5.2)
so (J.5.1) can be processed as follows:

de T3 =0, T + (VT) 3y vE // (J.5.1)

h's h'y de T3 = h's h'y 8¢ T3 + h'y h's (VT) I hye ™t bl vi* // mult thru by h'; h's

de(h'sh's T*3) = 0e(h'sh'y THY) + s 'y ™ (VD) e (W vS) /W =ha(x), no't

de 53 =8¢ 9 + [ W' by by (VT) Py ] e /1(152)

de 57 =0 5 + QM u® Q= Wby b (V)P (1.5.3)

Comment: Note that deh'n(x) = O¢h'n(x) = 0 and not deh'n(x) = Och'n(x) + (Vh'y) v. The reason is that the
field h'n(x) is not an Eulerian fluid property like A in (J.6.9) below, it is a property of space at point x.

Recall that no assumption has been made that the curvilinear coordinates are orthogonal. Section J.2
showed how the (VT)*y can be computed for any curvilinear coordinate system, and thus one can
compute the Q'sjx shown above. Our question is now answered: (J.5.3) shows how one writes the total
time derivative equation in arbitrary curvilinear coordinates.

If we now assume the coordinates are orthogonal, then
(VD) e =g (VDR = 0y 2y 0 (V)% = A(VT) 2% (J.5.4)
and then

QH3y = by by hy ™ (VI =hs by hie ™ A (VT)*3*
—hy h’j hvk(VT)vijk =( Vg)ijk . /I (J.4.3) J.5.9)

As noted below (J.4.2), for orthogonal coordinates the up/down index position on ( V9)*3* makes no

difference, so for example, ( vg)tk = (vg)tiy. Installing Q"I = (V9) 3y into (J.5.3) then gives,

de 3 =0, 51 + (Vg) I w* (VF) e = h's b’y b (VT)*3* . // orthogonal ~ (J.5.6)
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which is (J.1.7) which was deduced by covariance. Once again, indices go up and down for free on 53
and (V9)*3*, but not on T*3 and (VT)*I* . We shall assume from now on that the curvilinear coordinates
are orthogonal.

As a reminder, here is what the above equation says ifi=j =1,

de 51 =5, g1 + ( Vf}')’llk ok J.5.7)

Using the notation scheme just described above in (J.4.9) and (J.4.10), in spherical coordinates one would
write the above equation as,

de Ter =0t Ter + (VD)zzr Vet (VDzze Vo + (VDzzp Ve - (1.5.8)
J.6 Shorthand notations and a continuum mechanics application
Consider our original Cartesian time derivative equation (J.1.2),

deTH =0T + (V) I vE . (J.6.1)

One could regard (VT)*3y as the kth component of a vector (VT)*? labeled by fixed values i and j, so
that

(VD)= (VD) oy 1.6.2)
Then one can write (J.6.1) as

deTH =6, +(VT) ey . (J.6.3)
The next step is to suppress the ij labels, since the equation above is true for any i and j,

deT=0T+ (VT)ev . (J.6.4)

This is only a shorthand notation, no precision justification is required. We can do the same thing to the
equation written for orthogonal unit-base-vector curvilinear coordinates :

de 5% =0, 5% +(V9) I e® (J.5.6)

[(VI)* e = (VF) Iy // vector with index k

de T*3=0: 5% + (V)15 o // dot notation

de T'=0 T +(V9) e v // indices stripped J.6.5)

and then we have
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dtT = atT+ (VT) LA\
de 5= 0:5' + (V) o ¢ . (1.6.6)

In the book of Lai et al., the o is omitted and the shorthand notations are written,

deT = 0T + (VT) v
de T'= 8.T +(VI)' ¢ (1.6.7)

where one imagines that (VT) and (V)' are 3-index operators which act on a 1-index object to generate a
2-index object. Again, it is just a shorthand. The real meaning of these equations is

dtTij :8tTij + (VT)ljk Vk
dt 5,ij — atglij + ( Vg)vijk uvk ) (J68)

Example: An application of our total time derivative equation appears in the first line of Lai p 470,
DA1/Dt = 0A1/0¢ + (VA1) v (J.6.9)

where D/Dt is the way a total time derivative is expressed in continuum mechanics (D/Dt = d/dt). It is the
convective or material derivative for Eulerian-picture functions (like A1(x,t)), meaning that the second
term registers a time change in a fluid property at the fixed point x due to "new fluid" with velocity v
passing through that point (a point being a tiny differential volume of fluid). In the notation of (J.6.7), this
would be written

dely =01 + (VL)' @ (J.6.10)
The detailed meaning is

de (@)1 =0 (@1)" + (W) i ™ (.6.11)
and for i =j = 1 this says (spherical coordinates) ,

de[(A1)er] = Oe[(A1)re] + (VAL)rre Ve + (VA1)rre Vo + (VAL)rre Ve - (J.6.12)

The tensor A; is the "first Rivlin-Ericksen tensor" associated with the flow of non-Newtonian fluids
(rheology). The Aj; tensors, briefly mentioned in Section K.4, are derivatives of a certain deformation
tensor called C¢, and computation of the A; is done in the following iterative manner,

Ais1 =DeAs + As(VV) + (VV)TA; // Lai p 468 (8.11.3) J.6.13)

where (Vv) is the gradient-of-vector object treated in our Appendix G, v being the fluid velocity field. In
particular, Az = D¢A; + A1(Vv) + (Vv)TA; which involves our object of interest DeA; = deA:. So, in
order to compute Az in curvilinear coordinates, one needs d((f'1)i5 which involves the (V1)'s5x. In
order to use the above equation in practice, one has to know for example that (VA1)rre = [ Oo(A1)rr -
(A1)er - (A1)re]/r, a fact that is certainly not immediately obvious (but see the rrf entry in (J.7.9) below).
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So, our next task is to compute the (VJ)'s 5« which appear in our prototype equation above,

de I'= 0 T+ (VI) ¢ // shorthand notation (J.6.7)
de 519 =0 54 +(VF) Iy 0® (J.5.6) (J.6.14)

J.7 Maple computation of the (VJ)'; jx components for spherical coordinates
Recall from (J.4.3) that, for arbitrary curvilinear coordinates,
(Vg)*3* = h'; h'y b (VT)*3* (J.7.1)
and from (J.2.2),
(VD)'abe =0'cT'ab — [MacTnp — ™beT'an (J.7.2)
M= (1/2) g'dc [0'ag'be + Obg'ca — Ocgab] - g' = metric tensor for x'-space
But we are now assuming only orthogonal coordinates, so
g'ab = 8a,bha” g% =8a,pha”” (1.7.3)
= (VT)R3* = g3 933 "R (yT), s = (' b5 b)) ™2 (VT)'s5k (J.7.4)
and then from (J.7.1),
(V9)™ % = (V) sgc = (a5 hi)™ (VT - (1.7.5)
Remember that up/down index position does not matter on ( V5)*3* for orthogonal coordinates.

We want the result expressed in terms of the J'; 5 and not the T's 5, so from (J.4.8),

5|ij _ (hvi hvj) Tvij — (hvi h'j) gvii' gvjj 'T'i'j' _ (hvi hvj)—l T’ij

= Tiy= (Wih'39™) . (1.7.6)
Then (J.7.2) reads,
(VD)'abe =0cT'ab — [MacT'np — I™beT'an // do abc—ijk rename

(VD)'ijx =0%T's5 — MixThy — IM5xT'in

(VD)'ijx = 0'%(h's h'39"135) — Tix(h'n h'359'n3) — T"yx(h's W'nJ'in) /1 (J.7.6)
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= h's h'35(0'kT"13) + O'k(h'i h'5) T35 — T™ik(h'n h'359'03) — Tyk(h's h'nT'in) (J.7.7)
where we break the 'k term in two pieces for Maple technical reasons.
So the Maple program will compute from (J.7.5) and (J.7.7),
(V9)isx = (Wi h'3h)™ (VI)'igx (J.7.8)

where (VT)'ijk = h'i h'j(a'kff’ij) + a'k(h'i h’j) gvij — F'nik(h'n h'jg'nj) — ijk(h'i hvng'in) .
T1 T2 T3 T4

For now we assume spherical coordinates. Maple first computes g«« = gcov using (I.3.2) and g** =
gcontra using (1.7.5). Then the affine connection is computed from these metric tensors, just as in (1.7.5),

Affine Connection "]-—"da.h = (1}’2) g'dc [ a'ag'hc + a'hg'ca - a'CgFah]

> G := (d,a,b) -> (1/2)*sum{gcontrald,c]*(Diff(gcov([b,c],xplal) + Diff(gcov(c,al,xplbl)-
Diff(gcov[a,b], xplc]l)), c=1..H);

N
1 Z 5} a 5}
G =id a b) %5 gconﬁrad’ - agcovb’ el T %gcovc’ al ggcova’ ;

c=1 ’
J.7.9)
Then the terms of (J.7.8) are entered (935 = Te[i,j], 's = hp[i], T"%ab = G(d,a,b), etc.)
Compute grad T )
T1 := (i,3,k) -> hp[i]l*hp[j]1*Diff(Te[i,j],xplk]);
a
TI=(.4. k) —=hp, hpj {axpk Téi,j}
T2 := (i,3,k) -> Diff(hpl[il*hp[jl, xplk])*Teli,j];
3
=05k — [a’%pi kij T, ;
T3 := (i,j,k) -> - sum(G(n,i,k)*hp[n]*hp[jl*Te[n,j]l,n=1..3);
3
T3 = (1,7, k) = - 21 Glo, 2, k) bpy, fip; Te,,
H:
T4 := (i,j,k) -> - sum(G(n,j,k)*hp[il*hp[n]*Te[i,n],n=1..3);
3
T4 =(i4 k)=~ 2, G(nj k) hp; ey, Te;
n=1
(J.7.10)

The terms are then added, multiplied by (h'; h'y h'k)_1 according to (J.7.8), and then displayed. In this
code then, DT(i,j,k) is (VJ)'s5x as computed on the first line. In the triple loop, the complicated resulting

expressions are cleaned up in a series of cosmetic trigonometric filtering steps: DT(i,j,k)— f — g — h[k]
and it is then the simplified h[k] expressions which are printed out.
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» DT := (i,3,k) -» (hp[il*hp[jl*hp[k])"(-1)*( T1(i,j,k) + value(T2(i,j, k)) +
value(T3(i,j,k))+ value(T4(i,j, k))})
T1(5, 7, &)+ walue{ T203, 7, B0+ walue (T35, 7, &0 + walue(T4(5, 7, &30

D=0, k)=
kpf@ykpk
> for i from 1 to 3 do
for j from 1 to 3 do
for k from 1 to 3 do
f :=DT(i,],k);
g := subs(cos(theta)"2= 1-sin(theta)"2,f)
h[k] := subs(cos{theta) = cot(theta)*sin(theta), expand(g));
od;
print(xp[i] ,xp[j],xp[1]," = ", h[1],™ ", xplil ,xpl[j],xp[2]," = ", h[2],"
", xplil ,xpl[jl,xp[3]," = ", h[3]);
od
od ;
(J.7.11)
and here are the resulting values for (VJ)'s5x (for example, (VF)'112 = (VT)zre )
—T —7T
v O . .ot Tae The T A T
roEF :’_Trr’ LR t=" - - . L = - -
ar T r r r Fon(a) r r
—T —7T
n n a n n u n ae r’e Te’e Tr,r n n n n a¢l r’e Tq)’e COt(e) Tr,(ij
oo _’_Tr o Lroa e =" - + . Jr e = - -
ar r r r 7 sl 8 r r
g
—T —7T
aT . sa b Tg g 2t Tyg T, co)T, 4
r =t — e B = _ e = _ n
rodr b r r r roe.¢ Foaml 8 r r r
i T
v_a © . L ®8r T Tae B8 Ty, Ta g
grr"= ’_TEI s L8 8 "=" + - , La, e, =" - - -
g B r r r Fsin( @) r r
) 2.
a Ao 8.8 Tr,e Te,r a0 a8 cot(d) T¢,e cob{ &) T@,cb
e’ e’ r’ “:”’_Te e, n II, e’ e’ e’ ||:|I’ + + g n II’ e, e’ ¢’ ||:II’ - —_ —_
or r r r 7 sl ) r r
27 2y
i 2 . A o8 @ Ty Tg, 754
8¢, "= f—?b¢, Lo g, 8=+ . L, g, =, - + +
or r r Fain( Q) F r r
3 3 -
L N A - Tk S Lo
T b T ’ s r Tt T psin(8) r s r
2y 2
. aT - ag 0.8 T¢,r‘ . 3 B, 8 Tr‘,e cot ) TG,G cot{ &) T¢|¢
||:|I —_ n n ||:|I 7_'_ n n ||:II + —-
$.0.r. o +9.8.8, ’ r r 4.6.9. T rsin(@) " F r
2y 2
8 - 5 ag . b ap b Tog cot®Tyy Ty, cotl®)Ty g
=t — K- g = — n n
b 0.r a bt ¢ ¢ r b4 0 #sin(9) r » r r

(VJ)'15x for Spherical Coordinates J.7.12)
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The strange " symbols in the above table should be ignored, just a Maple print command artifact.
These results agree with the spherical coordinates table given in Lai p 505.
The divT results of Appendix H can be verified from the above table using
(diuf).)'i =6'j5'ij :(Vg)'ijj = Zj(Vg)'ijj . (J713)
For example,
(divT)r = (VTD)zrr +(VT)reo + (VD) rgo
= O0rTer + (1/1)[06Tre - Too + Trr] + (1/r)[ ¢3¢0 OpTrp - Top T Trr + cotd Tre]

= O¢Trr + (1/1)0Tre - Too/r + (2/1)Trr + (1/15in0) OpTrg - Toe/r + cotd Tre /1 (J.7.14)

and we quote from (H.6.3),

a )
— —T
3 % Tr, 8 8 " ) TE', 8 T‘th " Tr_ - cos(8) Tr, 5
a’ile =|—T ) - - +2 + .
gr 7 r rsin(g) r r r rsin( )

(H.6.3)
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J.8 Maple computation of the (VJ)'; jx components for cylindrical coordinates

Making four small edits to the spherical coordinates Maple program converts it to a cylindrical
coordinates program. Here are the resulting values for (VJ)'i5x (for example, (VJ)'123 =(VT)zez )

a8
2 awrr To,r Tog 2
r',r,r',"=",;?’r,r," e B t=" T, L "rrz,"—",;?’r,r
3]

2 %t Tog T, ?
rB,r,"=",;Tre" Lre,e =" P + r " "rB,z,"=",;Tre
a8

2 w oz Tg, 2
rzr"—",;?}z," ez Bt =" L, " "rzz,"—",g?},’z
a2
2 aw'8r T, Tye 2
E!rr"=",;?’e,r" B e =" N + r r o B,r,z"=",az G .
i)
%Te"e Toa Tg»
g.8,7"=" - g LB88"=" r + r + r R -N-N- A TEJ,EI
a2
g %T&Z Tr,z b
Bzr"=",§T&Z" .8,z,8"=", r + N . ",El,zz"=",& G -
a8
3 azr Tz G
zrr"=",§ e hE R BT=T T, o z,r,z"=",§TZ,r
)
2 ag'z8 T, 2
z,@,r"—",;?’z’e," “z,8,8"=" r + N ES-2 - I5- A ",;TZB
2
2 372 2
zzr"=",§?’zz" ‘z,z,B"=" r ! "zz,z,"—"—Tz’z

(VJ)'15x for Cylindrical Coordinates J.8.1)

and these expressions agree with those in the table on page 504 of Lai. The same comment made about

divT at the end of the previous Section applies here as well. The object I''%,p, has 3 of 27 components non
zero as shown in (1.8.11), only 2 of which are distinct.
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It should be emphasized that this same simple Maple code can be used to compute the (VJ)'; 5 for any
system of orthogonal curvilinear coordinates in any number of dimensions N. For non-orthogonal
coordinates the results would be obtained from these more general equations,

( ij.)'ijk — hvi h'j hvk (VT)vijk (J 7 1)
vijk _ ai ybj ick ] . . .
(VT) =g g™ g™ (VD) abe // raise indices
(VD)'abe =0'cT'ap — IMacThp — MpeT'an (J.7.2)
F’dab =(1/2) g’dc [Pag'be T Obg'ca — 0cgabl - g' = metric tensor for x'-space

(J.8.2)
J.9 The Lai Method of computing ( V7)'s 5 for orthogonal coordinates
This method appears in Lai pp 501-505. It differs from the method given above in Section J.8 mainly

because it uses a different affine connection, but of course it gives the same results. We shall present Lai's
computation of the components (V&)'s 5k in the context of Picture B,

Picture B /’T:m

P SR X-space
2 SD?CE Cartesian
g g=1

(J.9.1)

At the very end we will translate the result to Picture C1 of (F.1.1) where x instead of x' are the
curvilinear coordinates.
For Picture B, one has from (F.1.11),

(0'5en) =™ 50 ex = (den)* = (8'5en)* dxI =T"%4p (ex)* dx"? (J.9.3)
™50 =e" o (0'5en) (J.9.4)

where the e, are our usual Chapter 3 tangent base vectors and we regard e, = en(X").

It is possible to define a different affine connection f‘kjn in this manner,

G NES = (A8t =1"%, (8t dx? (7.9.4)

k= 8% 0 (0'584) . (1.9.5)
This new affine connection f 'kj n describes how the unit vectors €p vary with x'.

Now consider the tensor expansion from (J.4.8), where all objects are functions of x',
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T= Zij g'ij /éj_®é\j = g'ij é\i®/éj . (J96)
The object T = T(x') is a vector in a double direct-product space spanned by €;®¢€ ;. Apply O to get
AT = (0%I"™7) ;085 + 3130 8:)®85 + T 8:0(0%e5) . (J.9.7)

Now do index shuffles on (J.9.4),

(@'3580) = [, & // do k—s thenj — k and n — i
@1) = ["*s &5 // do i—j
(@'x8y) =5 &5 . (1.9.8)

Insert the last two lines into (J.9.7) to get
0T = (0%I"9) ;085 + 5H0%; 8,085+ 99 8,® oy &,
In the second term swap s« i and in the third term swap s«<> j (dummy summation indices) to get,
O T= (0T 8:08; + 999, 8,085+ 9% 8;@ 9, &y
= (0% + g9+ g ) @8, (1.9.9)

so O'kT is another vector in the same double direct-product space. To economize below, we write the
above as

a’kT = Qijk ’e\i®’e\j
where QY3 = [0%"HT + grsifd 4 grisfa 1 (J.9.10)

Next, dot both sides of (J.9.10) with the vector u; ® up, where the u, are our usual Cartesian space axis-
aligned unit vectors (up)* = (ug); = di ,n . On the left side one gets

(OxT) ® us ® up, = (0'%T)*° = 9T (J.9.11)
where T2 are the contravariant components of the T tensor in x-space. On the right side one gets
8i®8; e Uy ®up = (10u,) (E50up) = (8:)% (85)° . (J.9.12)

Thus (J.9.10) becomes
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T = Q" (8:)% (85" . (J.9.13)
We know from (7.6.8) that dc = R*. 'k, so applying R*. to both sides of (J.9.13) gives

0T =R¥. (81)% (&5)° Q' (J.9.14)
Since x-space is Cartesian, this is the same as

°T* =R*, (€1)% (&) Q' (1.9.14a)
or, using (J.1.3) that (VT)*3* = g*T%3,

(VD)™ = R": (85)* (89" Q" . (1.9.15)
Our coefficients of interest are the (V) ®*° which are related to (VT)3° as in (E.8.20),

(V)P = MM gM°¢ (VT)2C

= M aMPsM% { R*c (8:)™ (85)® QP } . (J.9.16)

Things will simplify. First, from (E.8.12) we know that (€;)* = N®; and (’éj)B = NBj , SO we continue
the above

(VIS = M2RMPMCRENA NS Qi
= (M2aN;)(MPgNZ5)MCcR*c Q3 // reorder
= (8%:)(8°5)M R c Q' = M°cR*c Q*%% // M and N are inverses as in (E.8.9)
= (h'e R°%)R*c Q% = h'o(R°cR*)Q*k // (E.8.7) then reorder

= h'e(g°%Ra"R*¥0)Q%k = h'cg“YRg"R¥)Q*®x // (7.5.9) with g = 1 then reorder

= h'o(g°%84*)Q%k = h'e(g'%)Q%° // (7.6.4) orthog rule #4

=h'o(h'x 2 8¢, 1)Q%k = h'o(h'c"%)Q?P, // (5.11.9) for orthog coords

=h'e Q™

—he t[0.5' + g+ grasft 1 . //(J.9.10) (1.9.17)

The final result with the Lai affine connection is then,
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(VT2 = (VF)ape =W L[0T + §'50f2  + gasfP ] | (J.9.18)
Now do an index shuffle abc— ijm to get,

(VIYEm =7 [0 + greifi g+ st . (J.9.19)
Expressing this result for Picture C1 of (F.1.1) removes the primes to give

(VI = (VF)ism = h * [0nd™T + G530+ 53519, ] . (J.9.20)

The corresponding equations (J.9.4) and (J.9.5) become in Picture C1 (see (F.1.1) and following text)

(aj(/in) = 1/—\‘kjn (/ik = (d(/in)i = fkjn ((/ik)i de (.].9.4)
d(/in = fkjn (/ik de
%50 =6 o (0380) (9.5 dgs = 55 G a3 J.9.21)

where qq(X) are the tangent base vectors in the &-space of Picture C1 and §n = qn(X)/hp.

We now translate these results to the Lai ef al. notation as follows:

Us Lai

n €n // unit vectors in &-space

g+ Tij

fims Ismi // the Lai affine connection, note reverse index order

(Vg)H " M jm

VT M . (J.9.22)

The translation of (J.9.20) and the right side of (J.9.21) is then

(VI ™ hy = [0aT% + 5534+ 5550954 ] // us, now take s—q

Mijm bn = [OnTij + Tqilqmi + Tiql'qmj ] // Laip 504 (8A.26) (J.9.23)
d(/ii = fkji de (/ik // us

de; =Tk dxj ex . // Lai p 502 (8A.12) (J.9.24)

Lai ef al. use (1.9.23) to compute the (VF)*3™ for cylindrical and spherical coordinates on p 504 and 505.
Their results are in agreement with our calculations (J.8.1) and (J.7.9).
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Appendix K: Deformation Tensors in Continuum Mechanics

Tensor-like objects appear everywhere in continuum mechanics. As was noted below (2.12.3),
continuum mechanics texts generally refer to all objects having indices as being "tensors", whether or not
these objects actually transform as tensors with respect to some underlying transformation. The most
commonly appearing tensors have two indices and are just 3x3 matrices associated with 3D space. In this
category, there are several kinds of stress tensors, and many kinds of strain and deformation tensors which
describe how a tiny volume of continuous matter (perhaps a tiny cube near some point x) changes shape
in response to some applied stress. For a fluid, a fixed stress pattern can cause a continuous ongoing
change of shape which is measured then by a "rate of deformation tensor" often called D.

An equation relating stress to strain/deformation is called a constitutive equation and describes the
"response” of some physical system to "stimulus". The constitutive equation for a spring is F = -kAx, for
example, which is distinct from the equation of motion for a mass on a spring which is F = ma. For the
spring, the stimulus is the force F ("stress"), and the response is the spring stretch Ax ("strain").

In this Appendix we shall study the tensor aspects of several kinds of deformation tensors appearing in
continuum mechanics. In the book of Lai et al. this material is spread over several chapters, but here it
will all be put in one place with Lai references provided. Section K.3 below considers the form of a
candidate constitutive equation for a continuous solid whose form is determined by the requirement that
the equation be "covariant" as discussed in Section 7.15. Similarly, Sections K.4 and K.5 consider
covariant constitutive equations for fluids

K.1 A Preliminary Deformation Flow Picture

Our flow version of Picture A was shown as (5.16.1), where ¥ = F 1.

Picture A X = F(x)
S.R
J
x'-space A:F—'m .
X-space x = F(x') X sgace
g X =%(X)

(K.1.1)

The upper arrow represents an underlying generally non-linear transformation between x-space and x'-
space given by x' = F(x) while matrix S is the linearized-at-point-x version of the transformation which
defines the notion of a vector with dx = S dx' as in (2.1.6). Since F will have another meaning below, we
change the transformation name so that x = $(X) where ¥ = F1t.

Warning: The x' in Fig (K.1.2) below is unrelated to the x' appearing in (K.1.1) which is really X. Also,
overloaded symbol S will be used both for reference frames and for linearized transformation matrices.

Consider now the picture below in which appear two sequential transformations ¥+, and F¢. There are

three spaces called X-space on the bottom, x-space in the middle, and x'-space on the top. The spaces are
associated with frames of reference Sq, S and S'. Each frame has some set of basis vectors to be discussed
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below. The linearized S matrices associated with the two transformations are shown to the right and are
given the names S¢g = F on the bottom and S¢= F¢ on the top. The transformation x' = F¢(x,7) is a spatial
coordinate transformation only, the time coordinate t is a parameter. In the picture below, time increases
in the upward direction, so T >t > to.

dx' x'
=t

X'(1) = Fe(X,7)
Se(x.7) = Fe(x,1) = F¢
dx'=Fu(x,7) dx

t dx .x

S
X(t) = Feo(X,1)
Seo(X,) = Fro(X,0) = F(X,t) = F
dx = F(X,t) dX
to dX o
So X (K.1.2)

Consider for the moment just the bottom transformation. The transformation ¥+, = & describes the
deformation of a particle of continuous matter which starts at position X and time to and ends up at
position x at time t. If we look at a large cube of continuous matter, we might find that it deforms in a
very complicated manner as determined by the non-linear transformation ¥ applied to all the particles
within this large cube. The cube gets stirred up and is probably no longer recognizable. But if instead we
consider a differentially small starting cube at X and to, we shall find that at time t that cube is at location
x but has been transformed into a tiny rotated parallelepiped whose axes are no longer orthogonal. It is
assumed that the flow is reasonable and smooth, we are not considering some kind of singular
"explosion" here. We use the words flow and fluid, but the deformation concept applies to elastic solids
as well as fluids since these deform in some way when they are stressed (think jello or even steel).

Rather than think of the flow in terms of the edges of this tiny cube, one can instead consider two
very closely spaced points in the fluid close to X which are separated by spacing dX at time to, which we
think of as "a little dumbbell". At time t, if one carefully tracks the "pathlines" of the ends of the
dumbbell, one finds that the dumbbell tumbles and stretches and ends up as dx at time t and location x,

jy dx
X —y

to t

(K.1.3)
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This differential dumbbell can be regarded as a mathematical "probe"” embedded in the continuous
medium. The relationship between dx and dX is given by

dx = F(X,p) dX dx; = Fi5dX; // Laip 105 (3.18.3) (K.1.4)

where the matrix Fjj is called "the deformation gradient". Matrix F is also known as "the deformation

gradient tensor" even though it is not a "tensorial tensor" with respect to any identifiable transformation.
In Section 5.16 the above equation dx = FdX was identified with dx = Sdx' with S being F. Fig (K.1.3) is
just Fig (2.1.2) with x'-space identified with X-space. Thus, the deformation gradient F is the linearized
version (at point x) of some fancy non-linear (and unknown) "flow transformation" #. Since one can write

dx; = (aXi/an)de s (K.1.5)
one finds from (K.1.4) that
Fij=(0x1/0X5) =03X1 or F = (Vx) // Lai p 105 (3.18.4) (K.1.6)

where the gradient V is with respect to X, so it is really V = V®_ Thus the name "deformation gradient"
for F. [ Notice that (Vx) is a matrix. In Appendix G the form of (Vv) for arbitrary vector v is found in
arbitrary curvilinear coordinates. The index order reversal F;;= 05X is mentioned there as well. ]

The deformation gradient F(X,t) depends implicitly on the time to. At t = to+e (with very small €) no
flow has yet taken place, so dx; = dX; and then F(X,tg) = 1. Time tg is called the reference time and one
could display it by writing F(X,t) = Fo(X.,t), but normally this to label is suppressed.

Now consider the upper flow in Fig (K.1.2) above. It is entirely analogous to the lower flow, but names
are changed. One gets from the lower flow to the upper flow by making these replacements :

(t, x, dx, S) — (1,x,dx, S")
then

(to, X, dX, So) — (t,x, dx, S). (K.1.7)
The equations corresponding to (K.1.4) are therefore (as shown in (K.1.2)),

dx' = Fe(x,7) dx dx's = (Fe)iydxy . // Lai p 457 (8.7.2) (K.1.8)
Since one can write

dx's = (0x'3/0x5)dx4 ,
one finds that

(Fe)ij = (0x'3/0x5) or F¢=(VX") // Laip 457 (8.7.3) (K.1.9)
(=)

where the gradient V is with respect to x, so it is really V=V
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In the lower flow, to is the reference time, and t is the "current time". In the upper flow, the current time t
is the reference time, and t is some time © > t. The upper flow is relative to current time t as reference,
and for that reason the word relative is pre-pended to the names of all related tensors. Thus, Fy is called
the "relative deformation gradient ", whereas F is just the "deformation gradient ".

Why are relative tensors useful?

The main motivation for use of the relative tensors concerns differentiation with respect to time in the
vicinity of the current time t. One can write

deFe(x,t) = [0:Fe(x,0)]""F // x fixed (for example, x = x1)
where

O:Fe(x,1) = [ Fe(x,t+d1) - Fe(x,7) ]/ dt . (K.1.10)

u

Here d¢ = D¢ = d/dt = D/Dt = the total time derivative, and 0¢ = 0/0t = the partial time derivative. Since x
1s fixed, dx = 0 so dy = 0. We want to know the rate of deformation at some fixed current time t, and it
is the T argument of the function F(x,) that lets this derivative be computed.

One could in theory carry out this same differentiation using the "non-relative" tensors by doing d/dtg
with tg near t:

deFe(X,t) = [OroFro(X,t)]*°=* // X fixed
where
OtoFeo(X,t) = [ Fro+ato(X,t) - Feo(X,t) ]/ dto (K.1.11)

but this goes against the grain of the idea that X is a material coordinate at constant, fixed initial time to
which is earlier than t. And in the above, we end up with a statement about Lagrangian functions f(X,t)
rather than Eulerian functions f(x,t), though one might argue that as to— t, one has X — x. The relative
tensor approach just makes the differentiation process clearer, and will be used below for that purpose.

[ In the Lagrangian or material picture, one tracks a blob that started at position X -- one's
instrumentation so to speak flows with the blob. In the Eulerian picture the instrumentation is fixed in
space and observes the flow passing by. |

The frames of reference and the cameraman

Each of the three frames of reference Sp, S and S' in Fig (K.1.2) has its own set of orthonormal basis
vectors which we are completely free to set in any manner. As a construct it is helpful to imagine that, as
the flow proceeds, it is observed by a cameraman who flies around on a camera platform which translates
and rotates in some arbitrary manner. Since our main concern will be with the dumbbells like dX, dx and
dx', the translational part of the camera platform motion is irrelevant since dX is invariant under
translations. We allow the cameraman's arbitrary orientation at times to, t and 1 to determine the axes of
the three frames Sg, S and S'. The cameraman is an "observer".

The values of the deformation gradient matrix elements F; 3 depend on the choice of basis vectors in
frames Sg and S, so they in fact are dependent on how the cameraman flies his platform. Consider,
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dx =dx18: ) +dx, 6,8 + dxs €5 (s) (K.1.12)

dX = dX18; 59 +dX, €, 59 + dX5 8559 . (K.1.13)
Once the axes are chosen, the value of the F; 5 are determined, for example,

F12 = (dx1)/(dX3). (K.1.14)

If we were to rotate the basis vectors in frame S, for example, dx; would change, dX, would stay the
same, and F12 would change.

Tensor expansions of the deformation gradients

These two expansions won't be used below, they are just inserted here as an application of the work of
Appendix E on tensor expansions. These expansions use the cameraman basis vectors just defined above
which are é\n(SO) for frame Sg and Gn(s) for frame S.
o Consider this candidate expansion for the deformation gradient F,
0 0
F=%;3F;38:® ® 869 = 3,5F;5 [€:97[8;8977

where Fis=[F& 5975 = [&;® 17 F [85597 = (0x1/0X3) , (K.1.15)

where we write the expansion in both direct product and matrix forms of Appendix E. This is a "mixed
basis expansion" as discussed in Section E.10. Consider the application of this expansion to dX :

{235 Fs3 [€:97[&3%917} ax /| = {expansion} dX
=355 Fiy [8:© 7185591 { 2dXicdy 5}
= %3 Fij TedXpe [€: 7 [85507 [ 8,59]
=%i5 Fij ZedXe [€:785
=[Zi5 Fs5 dX5] &
=[dx; 18, // using the fact that F dX = dx

=dx . (K.1.16)

Since {expansion}dX = dx and since (V ) x) dX = dx by the chain rule, it seems reasonable to conclude
that {expansion} = (V*x)=F.
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o If we agree to use the &; ®) for both dx and dx', so that dx = dx; €; ) and dx' = dx';€; ), then the
following is a viable expansion for the relative deformation gradient Fy:

Fe =535 (Fis & ® &9 = %45 (Fosy [@S[&O T
where (Fo)ij=[Fe® 15 = [8: BT Fe [€55)]= (0x's/0x3) (K.1.17)
The verification is similar to the above,
{Zi3 Fo)s [6:F1[3917 ) dx /| = {expansion} dX
=235 (Fo)is [8:97[8; 91" { Sudnicls )
=35 (Foiy Tudxi [8: 978517 [ &S]
= %5 (Fe)ij Zedxe [€:0185 x
=[ 25 (Fo)ij dxs] €,
=[dx'y]18:® // using the fact that Fy dx = dx'
=dx' . (K.1.18)

Since {expansion}dx = dx' and since (V *'x') dx = dx' by the chain rule, it seems reasonable to conclude
that {expansion} = (V™ x")=F,.
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K.2 A More Complicated Deformation Flow Picture

Consider now this flow picture,

g /Q(T)_\ g

T
dx'i : dx

[k 3

FQU = QF: L,

=1
o+

sl_—" O(t\ .S

1 *

dx dx*
\ F*=Q()F /
F F*
\ /

' —_ *
5, 9X=dX

(K.2.1)

There is much to be said about this drawing.

The left side is the same as in Fig (K.1.2) shown above.

The picture is simplified in that it shows only the linearized S-type transformations like F and not the
full transformations like ¥, and these S-type matrices are now labeled right on the transformation arrows.
We only care about these F matrices because we only care about the dumbbells like dx. For example, on
the lower left we have dx = F dX.

The two sides of the picture represent observations of the same flow by two independent flying
cameraman observers, call them C and C*. On each side the basis vectors of the various frames are set by
the motions of these cameramen. The two cameramen have agreed to start off at time to with their camera
platforms in exact alignment, so there is no need for a frame Sp*.

The two frames of reference S and S* are related by some Galilean transformation (rotation plus
translation) which brings the two independent camera platforms into alignment at time t :

x* =Q(t) (x-xg) + e(t) = dx*=Q(t)dx . (K.2.2)

Here xo is a randomly selected origin for the rotation Q(t), and c(t) the corresponding translation. As
above, we only care about the Q(t) part of this transformation, so in terms of dx objects, the frames S and
S* are in effect related by the rotation Q(t).

The arrows in Fig (K.2.1) correctly describe the transformations of the dx type objects in moving
between frames. In the lower part, for example, we have

dx* = Q(t) dx dx = F dX dx* = F* dX . (K.2.3)
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Comparing the left and right equations one has Q(t) dx = F* dX and then the center equation can be used
on the left side to get Q(t) F dX = F*dX . Since this has to be true for any dX, we have Q(t) F = F* as
shown in the drawing. This result is trivially obtained just by looking at the alternate arrow paths from
frame Sg to frame S*. So:

F*=Q(t)F or FH(x*,t%) = Q() F(x,t) . tr =t (K.2.4)

At time T we have a similar situation, but there are four arrows instead of three. Comparing the arrow
paths from frame S to frame S'* one finds

Fe*Q(t) = Q(v)Fe =
Fe* = Q(mFQ()” or Fe*(x*,1%) = Q(1) Fe(x,D)Q()" =t (K.2.5)
The two Q's are rotations (reflections included) and are therefore orthogonal so Q™ = Q.

Does F transform as a tensor with respect to rotation Q(t) ?

We can think of F(x,t) as a property of the continuous material at location x and current time t. F
describes the "state of deformation". If F transformed as a tensor with respect to Q(t), one would need this
to be true,

F*=Q(t) F Q)T , // not true! (K.2.6)

which is the matrix form for the transformation of a rank-2 tensor as shown in (5.7.3). But we have just
seen that F* = Q(t) F so the required Q)" on the right is missing. We conclude therefore that in fact F,
although it is called a tensor, does not transform as a tensor under Q(t). One then says that F is a non-
objective tensor with respect to Q(t). Equation F* = Q(t) F in fact says that the columns of matrix F
transform as vectors under Q(t), which is very different from saying F transforms as a rank-2 tensor under
Q(t).

If one is trying to construct a phenomenological equation modeling a continuous material at point x
and time t, one must make sure that equation is "covariant”" (frame-indifferent) with respect to rotation
Q(t). The observers (cameramen) in frame S and frame S* must see equations which have exactly the
same form, which means the elements in the equations must be objective with respect to Q(t). See Section
7.15 for a general discussion of "covariance". Since F is non-objective, it is not directly useful in the
construction of covariant model equations.

Do any of the usual "derived tensors" transform as tensors with respect to Q(t) ?

By "the usual derived tensors" we mean B, C, U, V and associated R all defined as follows:

B =FFT = the left Cauchy-Green deformation tensor = the Piola deformation tensor (K.2.7)
C =FTF = the right Cauchy-Green deformation tensor = the Finger deformation tensor (K.2.8)
F=RU=VR R = rotation U,V = symmetric positive definite (K.2.9)
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Tensors B and C are defined as shown, and both are therefore symmetric tensors. The last line is a
statement of the polar decomposition theorem which says that any (real) non-singular matrix (det # 0)
can be uniquely written in these two ways (we apply this theorem to the deformation tensor F)

F=RU =VR — U=R™R and V=RUR®  //Laip110(3.21.1,2,4) (K.2.10)

where R is a rotation matrix and V and U are symmetric positive definite matrices (meaning the
eigenvalues are all positive) known as the left and right stretch tensors. Note that R is the same matrix in
both the RU and VR forms. The idea is that the R matrix takes into account the rotational part of the
deformation F, while U or V take into account the stretch component of the deformation. If the
deformation is a pure rotation, U = V = 1, whereas if the deformation is a pure stretch then R = 1. A
general deformation is a rotation/stretch/shear affair and one will find that none of R, U, V are unity.

One can combine the three equations above to find that

B = FFT = (VR)(VR)T = VRRTVT = yWT = VvV =V? // Laip 121 (3.25.1) (K.2.11)
C=F"F =(RU)*(RU)=UTRTRU=UTU=U2. // Laip 115 (3.23.1,2) (K.2.12)
So our task is to discover whether any of these derived tensors transform as a tensor relative to Q(t). If

they do transform as tensors (if they are objective), then they are candidates for use in constructing model
equations for the continuous material.

We start with B and C:
B* = F*F*T = (QF)(QF)* = QF F'Q* = QBQ" = B* = Q(t)BQ(t)* (K.2.13)
C*=F*TF* = (QF)"(QF) =F'Q'QF =F'F =C = C*=C . (K.2.14)

Thus, the left Cauchy-Green deformation tensor B actually does transform as a rank-2 tensor with respect
to Q(t), so it is a tensorial tensor, it is "objective". In contrast, since C* = C, the right Cauchy-Green
deformation tensor does not transform as a rank-2 tensor. In fact each element of matrix C transforms as a
tensorial scalar with respect to Q(t).

What about V and U as defined above, the left and right stretch tensors?

F=RU=VR F* = R*U* = V*R* | (K.2.15)
Consider,
F*=QF = Q(RU) =(QR) (U) =R*U* . (K.2.16)

Since U is positive definite symmetric, and since QR is a rotation, and since the polar decomposition is
unique, it must be that

R*=QR and U*=U . (K.2.17)

Next write

393



Appendix K: Deformation Tensors

F* = QF = Q(VR) = (QVQ®)(QR) = V* R* | (K.2.18)

Since the eigenvalues of symmetric V are determined by det(V-Al) = 0, and since this is the same as the
equation det(QVQT—M) =0, QVQT has the same eigenvalues as V and so (QVQT) is symmetric and
positive definite. Due to this fact and the fact that QR is a rotation, and the fact that the polar
decomposition is unique, it must be that

V*=QVQT and QR=R*. (K.2.19)

and thus V transforms as a true tensor. So here is a summary for our tensors of interest. Only two of the
five deformation tensors actually transform as tensors. The references are to Lai page 336-337 :

F* =Q(t)F // Lai (5.56.21)
B* = Q(t)BQ(t)* // rank-2 tensor with respect to Q(t) so objective // Lai (5.56.31)
C*=C // Lai (5.56.28)
U*=U

V* = Q(tVQ(H)* // rank-2 tensor with respect to Q(t) so objective

R*=Q(t)R (K.2.20)

Comment: Recall that F = F(x,t) has a hidden parameter tog so in fact F = Fyo(x,t). Similarly, all derived
tensors have this same hidden parameter. Thus, for example, one could write the transformation of B as

Bio*(x*,t%) = Q(t) Bro(x,H)Q(t)" th=t x* = Q(t) (x-x0) + c(t) dx*=Q(t)dx. (K.2.21)

The parameter tg is treated as a fixed constant here and plays no role in the question of whether or not B
transforms as a rank-2 tensor. The important time argument of B is the current time t, and the main idea is
that B*(t) = Q(t) B(t)Q(t)* so that B(t) is objective with respect to the rotation Q(t). The transformation is

valid for any value of to. In the limit that ty — t, the equation says 1 = Q(t) 1 Q(t)* which of course is true
since rotation Q(t) is orthogonal.

Do any of the usual relative derived tensors transform as tensors with respect to Q(t) ?

Again we think of a relative tensor Wy as being a property of the continuous material at current time t, a
measure of the state of deformation. Such a tensor is objective only if W¢* = Q(t)W¢Q(t)*. With regard to
the above Comment, in this new situation it is the t of W which is the time variable of interest (the
current time), and time 7 is regarded as a fixed parameter, as was to in the Comment. It just happens that
the notational positions of the current time t and the parameter time t are swapped in this case relative to
the last, so now we have

Wek(x*,1%) = Q) We(x,7) Q(t)T TF=1 x* =Q(t) (x-xp) + ¢(t) dx*=Q(t) dx .(K.2.22)
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A tensor W which transforms as a rank-2 tensor (is objective) with respect to rotation Q(t) must satisfy
the relation above, where the arguments of both Q rotations are t. As in the Comment above, this
transformation is valid for any value of parameter 1, and as t—t, the equation says 1 = Q(t) 1 Q(t)T.

Our study of the transformation properties of the relative tensors proceeds in a manner similar to that used
for the regular tensors above. We start with By = F¢Fe" :

Be* =Fe*Fe*”™ =[Q(1) Fe Q"(1] [Q(0) Fr Q"(0]" =Q(v) Fr Q" (1) Q(t) F+” Q(1)”
=Q(1) Fe Ft¥ Q(1)" =Q(1) B Q(t)"  // not a rank-2 tensor since t # 1 (K.2.23)
Next comes C¢ = F¢"F¢ :
Ce* =Fe*"Fe* = [Q(1) Fe Q(0]" [Q(0) Fe Q"(9] = Q(V) Fe™ Q(1)" Q(1) Fx Q(0)
= Q(t) F¢T Fe Q(t) = Q(t) CcQ¥(t) // yes a rank-2 tensor with respect to Q(t) (K.2.24)
What about the left and right relative stretch tensors Vi and Uy?
Fi=ReUs = VRt Fe* = Re*Ue* = Ve *Re* (K.2.25)
Consider,
Fe* = Q(1) Fe Q"()) = Q@) ReUeQ™() =[Q(1) ReQ* (] [QIHULQ ()] =Re*Ue* . (K.2.26)

Since [Q(t) ReQ™(t)] is a rotation and since [Q(t)U+Q*(t)] is a symmetric positive definite matrix by the
argument given in the previous section, and since the polar decomposition is unique, it must be that

Re* =Q(1) ReQ¥(t) and Ue* = Q(t)UtQT(t) // Ug is a rank-2 tensor (K.2.27)
Finally, write

Fe* = Q(1) FeQ™(H) = Q(VeReQ™ () =[Q(@m)VQ (D] [Q(x) ReQ¥(H)] = Vie* Re* (K.2.28)
By the same argument used several times above, we conclude that

Re* = Q()ReQT(t) and Vi* =Q(t)VeQ (1) // V¢ is not a rank-2 tensor, T # t (K.2.29)

The rule for transforming Ry is the same as found a few lines above.
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Here then are the conclusions, with references to Lai page 472:

Fe* = Q(r)F Q™ (1) // Lai (8.13.6)

Be* = Q(DBQ(1)” // Lai (8.13.12)

Ce* = Q(t)CeQT(t)  // rank-2 tensor with respect to Q(t) so objective // Lai (8.13.10)

Ue* = Q(t)UcQ(t)  // rank-2 tensor with respect to Q(t) so objective // Lai (8.13.9)

Ve* = Q()VeQ' (1) // Lai (8.13.12)

R¢* = Q(ReQ(1) // Lai (8.13.8) (K.2.30)

Notice that among the "normal” tensors, B and V are objective, whereas among the "relative tensors" it is
C and Uy that are objective. All the other tensors are "non-objective".

K.3 Covariant form of a solid constitutive equation involving the deformation tensor

For a solid continuous material in frame S one can consider a stress/deformation relationship of the form
T = f(B), where T is the Cauchy stress tensor, B is the left Cauchy-Green deformation tensor mentioned
in (K.2.7) above, and f is "some function".

In frame S*, there will be some covariant version of the equation T* = f*(B*). If the medium is
isotropic (rotationally invariant in its properties), then f* = f and one will have T* = f(B*) in Frame S*.
Two observers of the same system in frames related by a rotation cannot observe different functions f # f*
if the material is isotropic. Notice that there are two separate issues here: (1) equation must be covariant
under rotations to be viable; (2) isotropic implies f = f*.

If fis a polynomial, or a function which can be approximated by one (f is smooth), then T = f(B) with
polynomial coefficients which are rotational scalars (with respect to Q) is a viable equation form for the
following reason: since B is a rank-2 tensor by (K.2.20), so is any power of B,

B*2 =[QBQT[QBQ’] =Q B%Q" etc. (K.3.1)

and if the polynomial coefficients are scalars, then f(B) is a rank-2 tensor.

Just as a particle force F transforms as a rank-1 tensor under rotations, the Cauchy stress tensor T
transforms as a rank-2 tensor under rotations, and then both sides of T = f(B) transform in the same way --
as rank-2 tensors. Any candidate equation between T and a deformation tensor which did not have both
sides transforming the same way would be invalid from the get-go (except perhaps as an approximation).

The scalar coefficients must be functions of the B;j and there are three such scalars known as the
principal scalar invariants of B (Lai p 40), one of which is det(B), so the scalar coefficients can be any
functions of these three scalar invariants. Furthermore, one can use the fact that B = FFT is symmetric
along with the Cayley-Hamilton theorem (symmetric matrix B satisfies its own secular equation, whose
coefficients by the way are those scalar invariants) to show that any powers of B in polynomial f(B) larger
than degree 2 can be expressed as a linear combination of I, B and B2. One ends up then with T = al + bB
+ cB? where a,b,c are functions of the three scalar invariants of tensor B.

Since both sides of T = f(B) transform in the same way (rank-2 tensors), the equation T = f(B) is
"covariant" as discussed in Section 7.15, meaning it has the same form in frame S* as it has in S.

The equation T = f(B) is a relation between stress and strain in the form of deformation, and as such
is called a constitutive equation for the continuous material. One wants such equations to be covariant
between frames of reference related by any Galilean transformation (rotation + translation), even if one or
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both of these frames are non-inertial. This is an extension of Hooke's Law for a spring, F = -k Ax, which
is covariant under rotations and translations.

In contrast, equations of motion are covariant only if both frame S and S* are inertial frames.

Notice that this entire discussion falls apart completely if one tries T = f(F) or T = f(C) as a candidate
constitutive relation, since then the two sides of the equation don't transform the same way.

This subject is discussed in Lai pp 334-342 and p 40 for the scalar invariants. The requirement of
covariance for an isotropic material and the fact that B is symmetric and transforms as a tensor puts a
severe restriction on the form of the constitutive equation and we end up with T = al + bB + ¢B?. Since
one can replace B3 =aB? + BB + vI, if B is invertible (detB # 0) one has B2=uB + BI + yB~! and this
allows the alternate form T =a'l + b'B + ¢'B™* . This last equation is used to model large deformations of
an isotropic elastic material. An example is the Mooney-Rivlin theory for rubber.

K.4 Some fluid constitutive equations

It was noted just above (K.1.10) that the relative deformation tensors are appropriate when one is
interested in time derivatives of the tensors. It was also noted in (K.2.30) that the relative deformation
tensor Cy is objective. One can expand C(x,7) in a Taylor series about current time t in this manner (0.

=0/or),
Ce(%,7) = Zn=0" [ 3:"Ce(x,0)]""F (1-t)™/n! = Zneo " An(x,t) (1-t)*/n! // Lai p 463 (8.10.1)
An(x,t) = [ 0:"Ce(x,1)]""", (K.4.1)

where the coefficient derivatives are given the names Ap(x,t) called Rivlin-Ericksen tensors. Each of
these coefficient tensors is in fact objective, just as is Cy, since (as usual, t =t*, 1=1%)

Q() [:"Ce(x,D]"™F QT(H) = { 8:" [Q() Ce(x,7) QT(V]} ™% = { Ora™ Ce*(x*,1%)} T ¢
= Q(t) An(x,t) Q¥(t) = A*n(x¥,0) (K.4.2)

These An(x,t) tensors appear in various covariant models of "non-Newtonian" fluid behavior, the general
study of which is called rheology, based on the Greek word for a current flow (a rheostat controls electric
current),

rheo~- ('ri:3, ri:'n), also reo-,
used as comb. form of Gr. ,66’03‘ stream, current, // OED2

Here are a few covariant constitutive equations and the names assigned to them (Lai p 481). Note that for
any normal fluid, there is always a -pl tensor term in the expression for stress T, where p is the fluid
pressure and I is the identity matrix. The diagonal elements of matrix -pl are the equal normal stresses of
the surroundings of a tiny cube of fluid pulling out on the cube faces, hence the -p (p > 0) since we know
the fluid actually pushes in on the cube.
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T = -pI + functional of C¢(t),T<t // "simple" fluid, since V"F¢ not involved (Ct=FtT F¢)

t

T=-pl+ f dt f1(1) Ce(7) // single-integral simple fluid. f1(t) = a memory weight function
-00

T =-pl + (A1, Az....Ax) // Rivlin-Ericksen incompressible fluid of complexity N

T=-pl + f(A1,A2) // viscometric flow fluid (there are conditions on A; and A3)

T=-pl + p1A7 + p2A1% + p3Az // second order fluid (paint, blood, polymers)
T=-pl+pA; // incompressible Newtonian fluid (fluids like water) (K.4.3)

It turns out that A; = 2D where D = [(VVv) + (VV)T]/2 = (Vv)*¥™, s0 A; is twice the rate of deformation
tensor D. The other A, can then be found from this recursion relation,

An+1 = deAn + An(VV) + (VV) A // Lai p 468 (8.11.2) (K.4.4)
Here v is the fluid velocity vector and dy = d/dt = D/Dt. Again, (Vv) is the subject of Appendix G.

K.5 Corotational and other objective time derivatives of the Cauchy stress tensor

The Cauchy stress tensor T transforms as a tensor under Q(t); it is objective. One can write therefore,
TH(x*,t%) = Q(t) T(x,t) Q(t)” t*F=t x* = Q(t) (x-xp) *+ ¢(t) dx*=Q(t)dx . (K.5.1)

Clarification of the above equation

One can think of the above equation T* = QTQT as involving operators in Hilbert Space, as outlined in
Section E.7. In the upper part of Fig (K.2.1) above we show four different frames of reference called S,
S*, S" and S"* each of which has its own set of basis vectors we might call u,, u*,, u'y and u*'y,. It
happens that the picture refers to S and S* at time t, and S' and S"* at time 7, but any basis vectors can be
"used" at any time one wants. For example, here are four expansions of the operator T(x,t)

T(x,t) =2ap Tab(X,t) Uz ® up = Zgp T*ap(x*t) u*y ® u*p
=2ab T'ab(X',t) u's ®u'y =2 T'*ab(X'*,t) u'*, ® u'*y (K52)
in which we see four different kinds of components Tap, T*ap, T'ab, T"*ap . The spatial arguments of
each component are written as appropriate for that frame of reference and of course all "correspond" to

each other (for example, x' = #¢(x,1)). Recall from (2.5.1) the notion of the transformation of a
contravariant vector field in developmental notation

V'(x') = RV(x) contravariant Rik(x) = (0x'31/0xx) R=87" (2.5.1)

where the argument is appropriate to the space of interest.
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The time argument t in the above four expansions of T can be set to any arbitrary value. The stress
tensor at a point x is in general a function of time t. One could for example set t = 7 in all the expansions.
Having said this, we now decide that only the frame S basis vectors u, shall be used in our

expansions and components. Then for example ( these u, were called €5 () earlier)
T(x,t) = 2ap Tab(X,t) Uz ® up
T*(x*,t) = Zap T*ap(x*,t) ua ® up
Q(t) =Zap Qab(t) ua ® up . (K.5.3)
Our operator statement of objectivity then becomes the following when expressed in components,
T*(x*,t%)15 = Q(t)ia T(X,)ab Q(t)Tb:-l th=t . (K.5.4)

Thus, there should be no confusion about the following two equations which we express back in operator
notation with the position arguments suppressed (but shown on the right)

T*(t) = Q(t) T(t) Q(V)* /1 T*(x*, 1) = Q(t) T(x,1) Q(1)*
T*(t) = Q(7) T(1) Q(T)T /I T*(x*, 1) = Q(7) T(x,7) Q(r)T . (K.5.5)

Problem: The tensor dT/dt fails to transform as a rank-2 tensor, even though T does so transform.

If one tries to construct covariant constitutive equations involving dT/dt, a problem arises because dT/dt is
non-objective,

T*(t) = Q1) T(t) QV)”

(dT*/dt) =Q (dT/dt) Q° +[ (dQ/dt) T QT +Q T (dQ/dt)™ 1, (K.5.6)
so there are two extra unwanted terms. Just as B = FFT is constructed to provide an objective derived
tensor from non-objective F, one can construct a derived version of (dT/dt) which is objective. In the next

three sections, three different derived versions are described.

The corotational/Jaumann derivatives

The first step is to define an adjusted stress tensor J¢(t) at time t according to (see Lai p 483 (8.19.3). Lai
does not have a t subscript on J).

Je(t) =R¢T (1) T(1) Re(n) /1 Je(x,7) = ReT(x,7) T(x,7) Re(x,7) (K.5.7)

where R(7) is the rotation which appears above in (K.2.25), where we had (showing t arguments),
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Re*(1) = Q1) Re(1)Q(1) . (K.2.27) (K.5.8)

The tensor R¢(7) is non-objective due to appearance of Q(t) instead of Q(t) on the left (see comments near
(K.2.22) on W¢ ). Recall that this rotation R¢(1) is unique and is determined from the deformation tensor
by the polar decomposition F(t) = Re(t)Ue(t) = Vi(t) Re(t). Thus, in some sense J¢(t) knows about the
stress tensor T(t), and it knows something about the deformation tensor through R¢(1). [ The meaning of
the term "corotational" is explained far below. ]

The claim now is that the time derivative of this corotating stress tensor Ji is objective, meaning that
tensor diJ¢ transforms as a rank-2 tensor under the rotation Q(t). Here is a proof :

We first assemble the following facts,

T*(1) = Q(1) T(z) Q(1)* // transformation of stress tensor T at time 1, (K.5.5)

Re*(t) = Q(1) Re(1)QT (1) // how R¢(7) transforms, where Fi(t) = Re(t)Ur(7), (K.5.8)

Je(t) =R¢% () T(1) Re(n) // definition of J¢(1) in frame S, (K.5.7)

Je*(1) = Re*T (1) T*(1) R*¢(1) // corresponding J¢* in frame S* (K.5.9)

and then we combine these ingredients to obtain a transformation rule for J :
Je*(1) =Re* (1) TH1) R*e(r) = [Q() Re(Q™ ()] [Q(1) T(x) Q)] [Q(1) Re(nQ™ (V)]
= [Q() Re"(MQ™ (V] [Q(r) T(1) Q(1)*] [Q(r) Re(m)Q* (V]
= Q) Re"(1) [Q"(MQ(M)] T(x) [Q() QD] Re()Q™ (1)
= Q) [Re"(DT(1) Re()] Q*(1)
= Q) Je(v) Q"(1) - (K.5.10)

Since this equation J¢*(t) = Q(t) J(t) Q*(t) fulfills the condition described earlier for We to be objective,
we conclude that the corotating stress transforms as a rank-2 tensor, where 7 is treated as a parameter.

Consider now the limit of (K.5.10) as T — t. One finds,

Je(t) =R¢%(T) T(1) Re(n) /1 (K.5.7)

Je() =ReT(1) T(t) Re(t) = 1 T(t) 1 =T(t) (K.5.11)
and

Tre(t)  =R*T(1) T*(1) R*¢(1) /1 (K.5.9)

JE(t) = R*T(1) TH(t) R¥e(t) = 1 T*(t) 1 =T*(t). (K.5.12)

In this limit, the corotation R¢™*(t) has come to a halt, and (K.5.10) becomes a statement that T is
objective.
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More interestingly, we can apply 6;" = 6"/0t" to both sides of(K.5.10) to get

dJe*(@® = Q[ d™ Je(1) 1 Q™ (V) . (K.5.13)
Taking the limit t—t then gives

[de™ Je*1(® = Q) [de” Jel(t) Q7(t) (K.5.14)
which says that di"J¢ are all objective tensors. And in particular, forn =1,

(dedo)* = Q1) (deJe) Q7(D), (K.5.15)
and this concludes our proof that dJ/dt is objective, whereas dT/dt is not objective.
The above objective tensor time derivatives are sometimes written using the following strange notation

Q - n n o o [0) - T
Ta = [d™e(t)d], n=12,3... T=T; Je(@) = R¢% (1) T(1) Re(r) (K.5.16)

and these are called corotational or Jaumann derivatives (Lai p 484) [Jaumann-Zaremba]. It can be shown
that

'(l)" =de T+ TW-WT where W =[(Vv)— (VVv)T])/2 ="the spin tensor" // Lai p 484 (8.19.10)

(K.5.17)
The Oldroyd Lower convected derivatives
An alternative solution to the same problem uses a different adjusted stress tensor,
Jo(1) =F5 (1) T(1) Fe(1) // Laip 484 (8.19.12) (K.5.18)

We suppress the t subscript on Jy, just to avoid having to write (J1.)e(t). In the table (K.2.30) one sees that
F transforms the same way R does, so one can repeat the above analysis to conclude that the derivatives
[d"J1(t)/dt"] are all objective tensors (just replace Ry— Fy everywhere), so

A A A
To = [dJo(0/d®],n=123.. T=Ty, Ju(t) =F () T(x) Fe(t) //= Ta (K.5.19)

v A
and these are the "Oldroyd lower convected derivatives" (Lai p 485 uses Tp) . T is sometimes called the
Cotter-Rivlin stress rate. It can be shown that

A
T=T= deT +T(VV) + (VW'T . // Lai p 485 (8.19.21) (K.5.20)

The Oldroyd Upper convected derivatives

Finally, consider again from (K.2.30) the non-objective way that Fy transforms,
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Fe*(1) = Q(Fe(1)Q™(t)
= (FH)*(1) = Q) (Fe (1) Q1) // inverted
= (Fe™H™(1) = Q) (Fe ™) (1) Q¥(t) . // then transposed (K.5.21)

This object Ft_l’T therefore transforms the same way Ry and F¢ transform, so we obtain a third set of

objective time derivatives called the Oldroyd upper convected derivatives (Lai p 486 uses "/l\"n)

v n n v_»v -1 -1,T A

Tn = [dJu(tydt?] ,n=123... T=Ty, Ju(r) =F¢ () T@)F (1) /= Ta (K.5.22)
The meaning of the term "convected" is explained below. It can be shown that

v

T=1 =deT- (VV)T - T(Vv)* // Lai p 486 (8.19.26) (K.5.23)

Covariant constitutive equations

Constitutive equations involving an objective time derivative of the stress tensor are called "rate type
constitutive equations". Here are some models for incompressible fluids :

T=-pl+S whereS + 7»% =2uD // a convected Maxwell fluid

T=-pl+S where S + MIS/0t) =2uD // linear Maxwell fluid, see below (non-covariant)

T=-pl+S where S =2uD // Newtonian fluid
T=-pl+S whereS+ llg =2uD + 7»21%) // a corotational Jeffrey fluid
v 4 )
T=-pl+S where S+ A T=2W(D +2A,T) // Oldroyd fluid A (K.5.24)

Fluids with stress time derivatives in their constitutive equations exhibit both elastic and viscous behavior
at the same time. Pull on a chunk of such a fluid and the pull is initially resisted by an elastic force, but
after a while the internal stress field damps out (molasses, honey) and that elastic force goes away, as if
the fluid were microscopically constructed of little springs and dragging dashpots. When a constitutive
equation includes a time derivative of stress, the "response" (in this case D = [(Vv) + (Vv)T]/2 ) to the

~t/¢ where the ¢ are decay time constants which are

"stimulus" (T or S) includes factors of the form e
functions of the fluid parameters A;. In this case, the fluid has memory of its past over a time period less
than these time constants, as with the honey example. For flow that is very slow relative to these time

constants, the time derivative term may be neglected. In the moderately slow flow case, it can be shown

Q
that the distinction between the corotational time derivative S and (dS/dt) can be neglected and then the
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convected Maxwell fluid shown above becomes the traditional linear Maxwell fluid which is modeled on
those springs and dashpots with S + A (0S/0t) = 2uD. (The time derivatives here are meant to act only on
the second argument of S(x,t) so may be regarded as partial derivatives. ) If A = 0, the linear Maxwell
fluid becomes an (incompressible) Newtonian fluid like water which has no memory.

Comment: The linear Maxwell fluid equation S + A (0S/0t) = 2uD can be solved for S using the standard
t )

Green's Function method and the solution is S(t) = 2 f dt' [ (wWh)e” (e-£1)/ » D(t') where the bracketed
-00

quantity (the Green's Function or kernel) is called the stress relaxation function @(t-t'). One can see in this
solution the notion of memory (history) with time constant A: the stress of the present is a function of the
rate of deformation D going on in the entire past history. This solution fits into the "simple fluid" form
shown earlier, where recall that D = (1/2)Az and A1 =[ 8:Ce(x,7)]*"".

Our main point is to demonstrate the construction of constitutive equations which are covariant with
respect to rotations, and which therefore can contain only tensors which in fact transform as tensors under
rotations. In continuum mechanics, such tensors are said to be objective tensors.

Interpretation of the adjusted stress tensors discussed above.

In Chapter 2 we discuss the notion of the transformation of a contravariant vector V' = RV in
developmental notation. In x'-space, the vector components are V's = Rj3;Vi where Vi are the
components in x-space. If R is a rotation matrix, then the unit basis vectors in the two spaces can be taken
as Cartesian, call them u', in x'-space and uy, in x-space. We have these two expansions of V:

V=%, Vhu, =%, Vhu'y where Vp=Veu, V,=Veu', . (K.5.25)

In the "active view" of things, we can think of V' = RV as creating a new vector V' in x-space from the
old vector V by rotating the vector V by R. In the "passive view", we think of the V'; as the components
of the original vector V projected onto the backwards-rotated basis vectors u'y = R™* u,. To verify this
relation between the basis vectors, we can write

Vha=Veuy =VeR'u, =RVeRR'u,=RVeu, =Veu,=V'. (K.5.26)

So one can think either of V being rotated forward in x-space into V' where V' has x-space components
V'n , or one can think of the V', as the components of V one measures in frame that is backwards rotated
by R™? , thatis, u'p = R7? Un.

Consider then a rank-2 tensor M that transforms as shown in (5.7.1) according to M' = R M R”. The
passive interpretation is that the components M'; y are those one observes in a frame of reference whose
basis vectors are rotated by R™* relative to the basis vectors of the unprimed frame, just as in the vector
case of the last paragraph. If we now set R = R™*, then M' = R M ()" tells us that the components
M'; y of tensor M are those measured in a frame whose basis vectors are rotated forward by R relative to
the unprimed frame. If it happens that # = R(t), we would say that M'; 5 are the components of M which
are observed in a frame of reference which is rotating by R(t) relative to the frame of the unprimed
components Mj 5. The basis vectors of the primed frame are then u'y = R uy, .
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With this long-winded introduction, we now consider the corotational stress tenser J¢(t) shown in (K.5.7),
Je(t) =R5(0) T(1) Re(7) . (K.5.7) (K.5.27)
Since R (1) is a rotation, R¢"(t) = R¢ (1), so we have, suppressing T,
Je=R¢'TRe. (K.5.28)

Therefore, we can regard (J¢+)i5 as T'sj, the components of stress T measured in a frame which is rotating
by Ry relative to the frame in which the T; 5 are measured. Since this primed frame rotates by Ry relative
to the unprimed frame, it is called a corotating frame, and J is then called the corotational stress, and its
time derivative is called the corotational stress rate.

We next consider the upper Oldroyd stress defined above in (K.5.22),
Jo =F T TFESHT . (K.5.22) (K.5.29)

In analogy with the above discussion, we can regard (Ju)ij as T's3, the components of stress T measured
in a frame which is deforming by F+ relative to the unprimed frame. That is to say, the basis vectors of the
primed frame are given by u'y, = F¢ un. In this case, since F¢ is not a rotation, if the u, start as unit
vectors, then the u'y are not unit vectors. One can think of each basis vector uy as being aligned with its
own dumbbell dx ™ and then we have dx'*™= F¢ dx®. What this says is that the basis vectors are
embedded in the fluid which deforms as it flows according to F¢. The basis vectors "convect" with the
fluid, so this upper Oldroyd stress is called the upper convective stress tensor.

For the lower Oldroyd stress in (K.5.19) we have

Jo =F TFe (K.5.19) (K.5.30)

and this cannot be written in the form J, = ™' M (ﬂi'l)T so this does not fit into our interpretive
template. But in the next section we show that Jy, is the covariant partner to the contravariant tensor Jy so
they are both the same animal and we are happy to have the interpretation above for Jy.

The Oldroyd convected stresses in developmental and standard notation

In the previous section two adjusted stress tensors were introduced,

Ju = Ft_l T Ft'lT // upper
Jo =F.TF, . // lower (K.5.31)

In developmental notation, a covariant tensor gets an overbar while a contravariant one does not. If we
assume that frame S is Cartesian, then T = T as was discussed for vectors in Section 5.9. We can interpret
the above two equations in this manner

404



Appendix K: Deformation Tensors

J = Ft_l T Ft'lT // upper
T =F. TF, // lower (K.5.32)
which we compare with (5.7.1) where we change generic matrix name M to T,

T =RTRT // contravariant rank-2 tensor transforms this way
T =S"TS // covariant rank-2 tensor transforms this way . (K.5.33)

Setting R =F¢ > and S = R™! = F, gives

T = Ft_l T Ft_lT // contravariant rank-2 tensor
T =F¢"TF¢ // covariant rank-2 tensor (K.5.34)

Therefore we identify

Ju =J=T' = contravariant stress tensor T viewed from a frame convecting at Ft_l
Jo. =T =T' = covariant stress tensor T viewed from a frame convecting at F¢ ! (K.5.35)

In Standard Notation the two equations

J=F TR // upper

T =F.TF¢ // lower (K.5.36)
become

I = (F ), (Fe b TP (Jv)ij = J*3 = contravariant

Ji5=FeHi® Fe™)5° Tab (Ju)is =Jij = covariant (K.5.37)

and this explains the meaning of the words "upper" and "lower" in respect to the Oldroyd objects. See
footnote on Lai page 485.
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